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Abstract 
 
Cross impact analysis (CIA) consists of a set of related methodologies that predict the 
occurrence probability of a specific event and that also predict the conditional probability of a 
first event given a second event. The conditional probability can be interpreted as the impact 
of the second event on the first. Most of the CIA methodologies are qualitative that means the 
occurrence and conditional probabilities are calculated based on estimations of human experts. 
In recent years, an increased number of quantitative methodologies can be seen that use a 
large number of data from databases and the internet. Nearly 80% of all data available in the 
internet are textual information and thus, knowledge structure based approaches on textual 
information for calculating the conditional probabilities are proposed in literature. In contrast 
to related methodologies, this work proposes a new quantitative CIA methodology to predict 
the conditional probability based on the semantic structure of given textual information. 
Latent semantic indexing is used to identify the hidden semantic patterns standing behind an 
event and to calculate the impact of the patterns on other semantic textual patterns 
representing a different event. This enables to calculate the conditional probabilities 
semantically. A case study shows that this semantic approach can be used to predict the 
conditional probability of a technology on a different technology. 
 
Keywords: Cross Impact Analysis, Latent Semantic Indexing, Text Mining, Conditional 
Probability. 
 

Introduction 
 
In literature, cross impact analysis (CIA) is often used to predict the probability that a specific 
event occur (occurrence probability) as well as the impact of this event on different events 
(conditional probability) (Blanning & Reinig, 1999; Schuler, Thompson, Vertinsky, & Ziv, 
1991). A large number of existing approaches are qualitative. They are based on estimations 
of human experts (Banuls, Turoff, & Hiltz, 2013; Mitchell, Tydeman, & Curnow, 1977). In 
recent years, the number of quantitative approaches has increased. This is because the large 
number of accessible information today makes it possible to use the results of automated data 
mining approaches instead of using the time- and cost expensive estimations by human 
experts (Kim, Lee, Seol, & Lee, 2011). Quantitative CIA approaches that are based on textual 
information are knowledge structure based because they apply multi-label text classification 
approaches based on well-known text similarity measures to identify the impact of one event 
on a different event (Thorleuchter, Van den Poel, & Prinzie, 2010). However, this is done by 
considering aspects of words and not by considering semantic aspects in textual information. 
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An example for an event could be the appearance of a new technology in the technology 
landscape. The appearance of new technologies and the change of existing technologies over 
time from past to future is a well-known topic for futurists (Bell, 2002). This enables to 
predict future technological capabilities for decision-makers (Thorleuchter & Van den Poel, 
2013d). The technological landscape is characterized by a large number of technologies that 
are impacted by a large number of other technologies (Yu, Hurley, Kliebenstein, & Orazem, 
2012). Technologies impact other technologies in different ways e.g. in an integrative, 
substitutive, precursive, and successive way (Geschka, 1983). A short example for the 
substitutive way is given below: The electrical fuel cell technology used in an energy supply 
application can be substituted by electrical battery or solar cell technology. This is because all 
three technologies can be used to realize this application. They replace each other based on 
their advances. Thus, the three technologies impact each other in a substitutive way. Further, 
these impacts change very often because current results from technological research and 
development lead to new technological advances and to the appearance of new substitutive 
technologies as an ongoing process (Kauffman, Lobo, & Macready, 2000). As a result, using 
CIA for monitoring these complex technological impacts makes it necessary to use 
quantitative rather than qualitative approaches. 
 
Several texts that describe a single event are normally written in several writing styles by 
different persons. Further, these texts possibly are written in different contexts or in different 
languages. It is not necessary that two texts describing the same event contain even one 
common word (Thorleuchter & Van den Poel, 2013b). With semantic approaches the 
relationship between the two texts can be identified because they share a common meaning 
(Choi et al., 2012; Tsai, 2012). This is the reason why semantic text classification approaches 
often outperform knowledge structure based text classification approaches (Thorleuchter & 
Van den Poel, 2012c).  
 
In contrast to existing CIA approaches, we provide a quantitative CIA approach that considers 
the aspects of meaning in textual information. 
 
Latent semantic indexing (LSI) is a well-known representative for semantic approaches (Jiang, 
Berry, Donato, Ostrouchov, & Grady, 1999). It identifies the hidden meaning of textual 
information in documents considering occurrences and co-occurrences of terms (D’Haen, Van 
den Poel, & Thorleuchter, 2013; Luo, Chen, & Xiong, 2011). Both, terms and documents are 
mapped to a semantic structure that consists of several semantic textual patterns (Christidis, 
Mentzas, & Apostolou, 2012; Park, Kim, Choi, & Kim, 2012). The impact of terms and 
documents on the patterns is calculated (Kuhn, Ducasse, & Girba, 2007). A semantic textual 
pattern that represents e.g. a technology might contain terms and documents that also have an 
impact on a different semantic textual pattern representing e.g. another technology 
(Thorleuchter & Van den Poel, 2013c). This indicates a relationship between the technologies 
and based on this relationship, the cross-impact between technologies can be calculated.  
 
To extract semantic patterns from the large number of texts describing events, we use a rank-
validation procedure that is taken over from literature (Thorleuchter & Van den Poel, 2013a). 
This procedure enables to identify a maximal number of semantic patterns where each pattern 
can be used to represent a specific event. The rank-validation procedure is successfully 
evaluated by using LSI with singular value decomposition (SVD). Beside LSI, modern 
semantic approaches exist that outperform LSI in several studies. Examples for these modern 
approaches are probabilistic latent semantic indexing (Hofmann, 1999), non-negative matrix 
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factorization (Lee & Seung, 1999; Lee & Seung, 2001), and latent dirichlet allocation (Blei, 
Ng, & Jordan, 2003). However, literature has not validated the use of these modern 
approaches together with the rank-validation procedure until now. Additionally, the modern 
approaches are of higher computational complexity than LSI (Ramirez, Brena, Magatti, & 
Stella, 2012). Thus in this paper, LSI is used together with the rank-validation procedure 
because this combination is already successful evaluated and it is of good computational 
performance.  
 
In a case study, we predict the impact of technologies on different technologies. The used data 
are descriptions of research projects funded by the German Ministry of Defense (GE MoD) in 
2007. These research projects deal with one or several technologies to create an application. 
Semantic textual patterns in the descriptions are extracted, the technologies standing behind 
the patterns are identified, and the cross-impacts between the technologies are calculated. This 
semantic approach is compared to a knowledge structure based approach that uses the same 
data for calculating the cross-impacts.  
 
Overall, we propose a quantitative methodology that combines semantic text classification 
with CIA. The use of a semantic approach for the CIA calculation is in contrast to related 
work. The semantic methodology calculates the conditional probabilities of events given 
different events quantitatively. This enables to depict the complex relationships between 
events with lower manual effort than qualitative approaches and by considering semantic 
aspects. Thus, it is helpful for decision makers. 
 

Background 
The proposed approach calculates conditional cross impact probabilities by use of semantic 
text classification. Below, we describe how conditional cross impact probabilities can be 
calculated and how quantitative text-based CIA is processed up to now.  
In 1968, CIA was proposed (Gordon & Haywood, 1968) to calculate the occurrence 
probabilities of an event and to calculate the conditional probabilities of one event given 
another. The approach is based on subjective estimations by human experts. The occurrence 
probability of an event A was simply defined as P(A) and calculated by the number of these 
human experts who predict the occurrence of A over the number of all human experts. The 
conditional probability of event B given event A was defined as P(B|A) and calculated by the 
number of experts who predict both, the occurrence of A and B over the number of all experts 
who predict the occurrence of A (Dalkey, 1972; Enzer, 1972). 
This approach was improved many times and nowadays, most of the new improved 
approaches focus on a more quantitative way to calculate the probabilities. Examples are the 
use of cumulative sale probabilities over time by (Caselles-Moncho, 1986) and the use of 
patent data (Choi, Kim, & Park, 2007). These quantitative approaches start with a multi-label 
data classification step where the data is assigned to different events (classes). Based on this 
assignment, the calculation of the probabilities is done in a second step. 
About 80% of all data available today are textual data. Thus, modern approaches use the large 
number of textual data e.g. available in the internet for CIA. Examples are the use of 
linguistic expressions in technology descriptions (Jeong & Kim, 1997) and the use of terms 
from technology taxonomies (Thorleuchter, Van den Poel, & Prinzie, 2010). From text 
classification point of view, these approaches are knowledge-based and they use instance-
based learning algorithms where semantic aspects of the textual data are not considered. This 
is in contrast to the approach presented here where a new methodology is provided that uses a 
semantic approach (LSI) for calculating the conditional probabilities from texts.  
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Methodology 

 
Fig. 1 shows the processing of the methodology in different steps. 
 
The methodology (see Fig. 1) starts with a data collection step. Events are defined and a set of 
documents are used as input. The documents should consist of textual information describing 
one or several events. As an example, the case study defines an event as a technology and 
thus, each document contains a description of a research project where one or several 
technologies occur. 
 
In a preprocessing step, specific elements (e.g. scripting code, tags, and images) are removed. 
The text is split in terms and each term is checked for typographical errors by use of a 
dictionary. The large number of different terms is reduced by applying term filtering methods 
e.g. stop word filtering, part-of-speech tagging, and stemming. Further, Zipf’s law (Zeng, 
Duan, Cao, & Wu, 2012; Zipf, 1949) is applied where many low frequent terms can be 
discarded. Each document is represented by a term vector based on vector space model. The 
size of a vector is based on the reduced number of terms (Thorleuchter & Van den Poel, 
2012a). Vector components are represented by weighted frequencies as calculated in 
accordance to Salton et al. (1994). The frequency of the corresponding term in a specific 
document is multiplied by its inverse document frequency and it is divided by a length 
normalization factor.  
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The term vectors are used to create a term-by-document matrix with rank r. The rank of the 
matrix is reduced from r to k by LSI. For the selection of on optimal value of k, a rank-
validation procedure as introduced in Sect. 2.3 is applied: for each value of k, LSI is applied 
and the resulting k dimensions are compared to the descriptions of the events. In the case 
study, this step is done manually by human experts; however, it could be realized 
automatically by applying a text similarity measure on patterns and events. As a result of this 
step, the number of semantic textual patterns with a one-to-one correspondence (an exact 
pairing) to an event is calculated.  
 
A small number of k leads to a small number of semantic textual patterns where most of the 
terms with high impact on one of these patterns stem from different events. Further, a large 
number of k leads to a large number of semantic textual patterns where a single event is 
represented by several patterns. A maximal number of one-to-one correspondences can be 
obtained by varying the value of k and by calculating the number of identified one-to-one 
correspondences for each k (rank-validation procedure). As a result, k is selected by applying 
the rank-validation procedure and j<k semantic textual patterns can be identified with one-to-
one correspondences in the step event identification. 
 
After selecting the value of k, LSI uses singular value decomposition to split the term-by-
document matrix in a product of the matrices U, Σ, and Vt  
 
A = U Σ Vt  
 
Then, three further matrices Uk, Σk and Vk are calculated by discarding the columns of U, Σ, 
and V from k+1 on. The components of matrix Uk contain values for the impact of each term 
on each of the k semantic textual patterns. The impact of each document on each of the k 
semantic textual patterns can be found in matrix Vk (Thorleuchter, Van den Poel, & Prinzie, 
2012b). We use matrix Vk to calculate the conditional cross impact probability of an event B 
given an event A if both events are represented by a specific semantic textual pattern. This is 
calculated by the number of documents that are assigned to both events A and B divided by 
the number of documents that are only assigned to event A. While the impact of a document 
on a semantic textual pattern is a vale in [-1,..,1], a specific threshold q is used to distinguish 
between documents that are related to a semantic textual pattern and documents that are not. 
The cross-impact of A on B is calculated by 
 
CI(A,B) = P(B|A) = N(A ∩ B) / N(A) 
 
The number of documents in matrix Vk where the impact on a specific event A is above q is 
used to calculate N(A). N(A ∩ B) is the number of documents in matrix Vk where the impact 
on event A and B is above q in both cases.  
 
To evaluate the CI(A,B) score, precision and recall can be used. The CI(A,B) scores that are 
in [0,..,1] have to be transformed to Boolean variables [false, true] by use of a further 
threshold. This enables to identify whether event A impacts event B or not. Precision and 
recall indicators are well-known performance measures in binary classification. For applying 
precision and recall, the ground truth has to be determined, too. 

Case Study 
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In a case study, we define defense-based technology areas as events. They are taken over from 
the technology taxonomy of the European Defense Agency (EDA) where 32 technology areas 
are selected. 
 
For the documents, we use research projects funded by the German Ministry of Defence (GE 
MoD) in 2007. Descriptions of 985 projects have been identified and stored in documents 
separately. Some of the research projects examine a specific defense-based technology while 
other combine several technologies to create new approaches.  
 

 

Fig. 2: Number of one to on correspondences (y-axis) based on the value of k (x-axis) 
 
After pre-processing, the term-by-document matrix is built. LSI is applied together with the 
rank-validation procedure from k = 2 to k = 35. For each k, singular value decomposition is 
processed and the created k semantic textual patterns are assigned to the 32 technology areas 
by human experts. Some patterns do not fit to a technology area while others are assigned to 
several technology areas. The number of semantic textual pattern that are assigned to one and 
only one technology area (one-to-one correspondences) is depicted in Fig. 2. It shows that up 
to k = 18, the number of identified one-to-one correspondences is smaller than 9 and from k = 
20 on, the number is smaller than 10. Selecting k = 19 leads to the identification of 10 one-to-
one correspondences and thus, 10 technology areas. For further processing, k = 19 is selected. 
 
The identified 10 technology areas lead to the calculation of 90 conditional cross impact 
probabilities as calculated by two times the binomial coefficient 10 choose 2. The identified 
10 technology areas are presented in Table 1. 
 
Table 1: Identified technology areas from EDA taxonomy 
A02 Signature Related Materials 
A03 Electronic Materials Technology 
A04 Photonic/Optical Materials & Device Technology 
A05 Electronic, Electrical & Electromechanical Device Technology 
A08 Computing Technologies & Mathematical Techniques 
B02 Propulsion and Powerplants 
B04 Electronic Warfare and Directed Energy Technologies 
B05 Signature Control and Signature Reduction 
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B06 Sensor Systems 
B08 Simulators, Trainers and Synthetic Environments 
 
The impact of a document on a technology area in matrix Vk is a value in [-1,..,1]. The 
threshold q is selected as suggested in literature (Thorleuchter & Van den Poel, 2013a). Based 
on the component values in matrix Vk, the 90 conditional cross impact probabilities are 
calculated based on the value of q = 0.4. The results are depicted in Table 2 colored in five 
different grayscales from bright to dark concerning the five cases:  
No cross impact: CI(A,B) = 0;  
Low cross impact: 0 < CI(A,B) ≤ 0.25;  
Medium cross impact: 0.25 < CI(A,B) ≤ 0.50;  
High cross impact: 0.50 < CI(A,B) ≤ 0.75;  
Very high cross impact: CI(A,B) > 0.75. 
 
Table 2: Result matrix of the calculated CI(A,B) e.g. CI(A02, A03) = 0.07 

 A02 A03 A04 A05 A08 B02 B04 B05 B06 B08 

A02 - 0.07 0.04 0 0 0 0 0.89 0.04 0 

A03 0.05 - 0.13 0.82 0 0.18 0.24 0 0.21 0 

A04 0.02 0.12 - 0.19 0 0 0.26 0.16 0.30 0 

A05 0 0.35 0.09 - 0 0.27 0.25 0.02 0.24 0.05 

A08 0 0 0 0 - 0 0.08 0 0.20 0.29 

B02 0 0.16 0 0.53 0 - 0 0.07 0 0 

B04 0 0.25 0.31 0.61 0.17 0 - 0.03 0.06 0 

B05 0.66 0 0.18 0.05 0 0.08 0.03 - 0.03 0 

B06 0.01 0.11 0.17 0.28 0.20 0 0.03 0.01 - 0 

B08 0 0 0 0.13 0.58 0 0 0 0 - 

 
 

Evaluation 
For the evaluation of the results, we use a further study (furthermore named comparative study) from 
literature (Thorleuchter, Van den Poel, & Prinzie, 2010) that has calculated the conditional cross 
impact probabilities from the same input data. The comparative study uses a knowledge structure 
based classification approach based on centroid vectors to calculate the impacts. The conditional cross 
impact probabilities calculated by the comparative study are assigned to a positive and a negative class 
concerning a specific threshold r. This value (r = 0.25) is also used to evaluate the results of our 
proposed approach.  

 

Creating a ground truth for calculating precision and recall is mandatory. This can be done manually 
by human experts. They have to decide whether a technology has an impact on a second technology 
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above the specific threshold or not. The decision that an impact is above a specific threshold is a very 
subjective task for human experts and it might be that two experts make different decisions.  

 

In the comparative study, human experts have analyzed the calculated results and they are able to give 
a heuristic explanation that confirms each single result. They have not identified any misclassification 
because the project descriptions use a technical language where terms are more strictly defined than 
terms from the colloquial language. This enables very good classification results - in this case 100 % 
precision at 100 % recall. Thus, the results from the comparative study can be used as ground truth to 
evaluate our proposed approach.  

 
A selection of 11 from the 90 conditional cross impact probabilities is presented in Table 
3. ’Techn. area A’ represents the influencing technology area and ’Techn. area B’ is the 
influenced technology area. Both technology areas stem from the 10 technologies as depicted 
in Table 1. The conditional probability of technology area B given technology area A is 
CI(A,B) as calculated by our proposed approach. The Boolean cross impact score BCI(A,B) is 
true if CI(A,B) is above threshold r = 0.25 otherwise it is false. CIcom(A,B) and BCIcom(A,B) 
are the corresponding values as calculated from the comparative study. Each row represents 
two different technology areas from Table 1 ordered by the CIcom(A,B) score where 
BCIcom(A,B) is true. Resdiff(A,B) is the difference between the residual from CI(A,B) to the 
residual from CIcom(A,B). 
 
 
Table 3: Technology area pairs with BCIcom(A,B) is true ordered by CIcom(A,B) in 2007 

Techn. 

area A 

Techn. 

area B 

CI 

(A,B) 

BCI 

(A,B) 

CIcom 

(A,B) 

BCIcom 

(A,B) 

Resdiff 

(A,B) 

A02 B05 0.89 True 0.92 True -0.01 

A03 A05 0.82 True 0.86 True -0.02 

B05 A02 0.66 True 0.62 True 0.06 

B04 A05 0.61 True 0.61 True 0.02 

B02 A05 0.53 True 0.54 True 0.01 

B08 A08 0.58 True 0.53 True 0.07 

A05 A03 0.35 True 0.32 True 0.05 

A08 B08 0.29 True 0.31 True 0.00 

A05 B02 0.27 True 0.29 True 0.00 

A05 B06 0.24 False 0.27 True -0.01 

A05 B04 0.25 False 0.26 True 0.01 

Based on the 90 calculated cross-impact probabilities, the comparative study has shown that in 11 
cases, BCIcom(A,B) is true and thus, an impact above the threshold can be seen. In 79 cases, 
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BCIcom(A,B) is false. This leads to a frequent baseline of about 12%. The calculated cross-impact 
probabilities from the proposed approach lead to BCI(A,B) = true in 13 cases and to BCI(A,B) = false 
in 77 cases. In 9 of the 13 positive cases, BCIcom(A,B) is also true while in 4 cases BCI(A,B) is true 
and BCIcom(A,B) is false. These results are depicted in Table 4. Thus, precision is calculated as 9 / 13 
= 69 % and recall is calculated as 9 / 11 = 82 %. This outperforms frequent baseline of 12 % precision 
at 82 % recall. The differences between the residuals are small. This also shows that the results are 
similar to those of the ground truth. 

Table 4: Confusion matrix 

  Predictive Class 

  Yes No 

Actual 
class 

Yes 9 2 

No 4 75 

 

To present a detailed example, we discuss the cross-impact among technology area B02 (Propulsion 
and Powerplants) and A05 (Electronic, Electrical & Electromechanical Device Technology). In 2007, 
a well-known trend in propulsion and powerplant technology was the creation of a more electric 
engine. The corresponding research projects that have been processed during that time can be assigned 
to both technology areas. The comparative study has shown that 54% of all research projects from 
technology area B02 are also assigned to A05 and that 29% of all research projects from technology 
area A05 are also assigned to B02. This is because 37 research projects are assigned to B02, 69 are 
assigned to A05, and 20 are assigned to both. In contrast to this, the proposed approach assigns 34 
research projects to B02, 67 are assigned to A05, and 18 are assigned to both. The differences are 
evaluated manually by human experts. They could not identify concrete hints for a misclassification 
because the assignment of the corresponding research projects is very subjective. An example is a 
research project that develops new kinds of lubricants. The research results can be used for improving 
propulsion and powerplants but also for many further applications. The question whether this project 
is related to B02 or not is very subjective.   

 

Overall, the proposed approach outperforms the baseline that proves its feasibility. Further, only small 
differences between CI(A,B) and CIcom(A,B) can be seen in the 90 cross-impacts. This also shows the 
feasibility of the proposed approach. The 2 cases where BCI(A,B) is false and BCIcom(A,B) is true as 
well as the 4 cases where BCI(A,B) is true and BCIcom(A,B) is false are resulted by the selection of the 
threshold r. Despite of the small differences, some CI(A,B) and CIcom(A,B) are assigned to different 
classes because their value is about the value of the threshold. Thus, these 6 cases are not significant. 

  

 

Conclusion 
 
We propose a new approach that calculates conditional cross-impact probabilities. In contrast to 
previous work, this work uses semantic classification by applying LSI together with a rank validation 
procedure. While knowledge structure based approaches are used for quantitative CIA in literature, the 
aim of this work is to show that semantic approaches also can be used. 
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In a case study the proposed approach is applied to identify conditional cross-impact probabilities 
between technologies. The evaluation is based on a further study where an extensive evaluation on the 
same data was already processed. As a result, the evaluation shows that the proposed approach 
outperforms the frequent baseline. Thus, it can be successful applied for quantitative CIA. 

 

Comparing the proposed approach to a knowledge structure based approach fails because the 
assignment of texts to classes in the case study is a very subjective task. Literature has shown that in 
contrast to knowledge structure based approaches, semantic approaches have advances by processing 
colloquial texts (e.g. internet blogs) rather than highly structured texts where each term is pre-defined 
in a way that synonym and homonym problems normally do not occur. Technological descriptions are 
rather structured texts than colloquial texts because several technical terms have well-known 
meanings. Thus, the results of the case study from both approaches are similar. Future work could be 
compared both kinds of approaches by use of colloquial texts, e.g. by including documents from the 
internet written in different languages and in different writing styles. We expect different results from 
both approaches so that a comparison possibly will show advances of the semantic approach. 

 

Normally, LSI is a clustering approach. We used it together with a rank validation procedure for 
classification. In cases where the events are not pre-defined, LSI can be used as clustering approach 
without the rank validation procedure. This improves performance of the approach on one hand but 
probably the automatically created events are not comprehensible for the users on the other hand. This 
might be a further avenue of future research. 

 

Future work also should focus on are the implementation of the compared cross impact (CCI) 
approach with LSI. CCI analysis extends the CIA and up to now, it is only processed quantitatively by 
knowledge structure based approaches.  
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