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Texture can be defined as a local statistical pattern of texture primitives in observer’s domain of interest.
Texture classification aims to assign texture labels to unknown textures, according to training samples
and classification rules. In this paper a novel method, which is an intelligent system for texture classifi-
cation is introduced. It used a combination of genetic algorithm, discrete wavelet transform and neural
network for optimum feature extraction from texture images. An algorithm called the intelligent system,
which processes the pattern recognition approximation, is developed. We tested the proposed method
with several texture images. The overall success rate is about 95%.

© 2008 Published by Elsevier Ltd.

1. Introduction

Texture classification aims to assign texture labels to unknown
textures, according to training samples and classification rules.
Two major issues are critical for texture classification: the texture
classification algorithms and texture feature extraction. The main
aim of texture classification is to find a best matched category
for a given texture among existing textures.

During the past decades wavelet analysis has become a power-
ful tool for multi-resolution analysis. Important applications can be
found in various fields, ranging from remote sensing to biomedical
imaging. Intuitively, multi-scale wavelet analysis is an ideal ap-
proach to analyze texture because it is well recognized that scale
is one of the most important aspects of texture information. Many
previous works are proposed to solve texture classification prob-
lem (Chellappa, Chatterjee, & Bagdazian, 1985; Chen & Chen,
1999; Jain & Farrokhnia, 1991). A comparison of textural features
from Fourier power spectrum, second-order gray level statistics
and first-order statistics of gray level differences were shown in
Weszka, Dyer, and Rosenfeld (1976). Other textural features
including co-occurrence features, Gabor features, Markov random
fields (MRF) based features and fractal features were compared
in another work (Chen & Chen, 1999). In Muneeswaran, Ganesan,
Arumugam, and Ruba Soundar (2005), a new rotational and scale
invariant feature set for textural image classification was pre-
sented and a combined invariant feature (CIF) set was proposed.
It is an integration of the crude wavelets like Gaussian, Mexican
Hat and orthogonal wavelets like Daubechies to achieve a high
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quality rotational and scale invariant feature set. Also it is added
with features obtained using the newly proposed weighted
smoothening Gaussian filter masks to improve the classification
results. Li et al. proposed a dyadic wavelet, wavelet frame, Gabor
wavelet, and steerable pyramid for texture classification problem
with individual and combined multi-resolution features (Shutao
& Shawe-Taylor, 2005). They used support vector machines
(SVM) as classifier. An SVM for texture classification, using transla-
tion-invariant features generated from the discrete wavelet frame
transform is also proposed in Shutao, James, Kwok Hailong, and
Yaonan (2003). In Arivazhagan and Ganesan (2003), Arivazhagan
and Ganesan used wavelet statistical features, wavelet co-occur-
rence features and combination of wavelet statistical features
and co-occurrence features of one-level wavelet transformed
images with different feature databases. A distance classifier is
used for measurement of similarity and consequent labeling. Moj-
silovic et al. investigated in their paper whether the properties of
decomposition filters play an important role in texture description,
and which feature was dominant in the selection of an optimal fil-
ter bank (Mojsilovic, Rackov, & Popovic, 2000). They performed
classification experiments with 23 Brodatz textures. The experi-
mental results indicated that the selection of the decomposition
filters has a significant influence on the result of texture character-
ization. Finally, the paper ranked 19 orthogonal and biorthogonal
filters, and establishes the most relevant criteria for choice of
decomposition filters in wavelet-based texture characterization
algorithms. Chen and Chen gave a comparative study for filtering
methods for texture classification according to their discrimination
ability (Chen & Chen, 1999). Their main aim was to evaluate the
performance of four filtering methods including Fourier transform,
spatial filter, Gabor filter and wavelet transform for classifica-
tion. The superiority of the wavelet transform is shown by their
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experimental study. Wang et al; proposed a multi-resolution MRF
(MRMRF) modeling to describe textures (Lei & Jun, 1999). MRMRF
modeling is a method trying to fuse filtering theory and MRF
models. In this model, both high pass and low pass components
are considered. Huang and Aviyente analyzed the dependence of
energy values from different subbands, which may be from the
same wavelet basis or different wavelet bases (Huang & Aviyente,
2006). They proposed and information-theoretic measure, mutual
information, to select subbands for sparse representation and
texture classification. Sengur et al.; used wavelet packet neural
networks (WPNN) for texture classification (Sengur, Turkoglu, &
Ince, in press).The proposed schema composed of a wavelet packet
feature extractor and a multilayer perceptron classifier. Entropy
and energy features are integrated wavelet feature extractor. The
performed experimental studies show the effectiveness of the
WPNN structure.

In this paper, a novel method which is an expert system for tex-
ture classification is introduced. It used a combination of genetic
algorithm, discrete wavelet transform and neural network for opti-
mum feature extraction from texture images. An algorithm called
the intelligent system, which processes the pattern recognition
approximation, is developed.

In texture image classification area, the novelties presented of
this paper can be summarized as follows:

1. The presented first novelty in this study is, the using an effec-
tively optimum feature extraction method that increases per-
centage of the correct texture image classification.

2. The presented second novelty in this study is the using of
genetic-discrete wavelet-neural network model for selecting
of the feature extraction method and finding the optimum
wavelet filter and wavelet entropy parameter values for opti-
mum feature extraction from texture images. This wavelet filter
type and entropy parameters are used for obtaining the wavelet
entropy values from wavelet layer as a newness and efficiently
method in texture image classification area.

The paper is organized as follows. In Section 2, discrete wavelet
transform (DWT), artificial neural networks (ANN) are mentioned.
Methodology and applications using genetic-discrete wavelet-neu-
ral network (GDWNN) is described in Section 3. This GDWNN
method enables a large reduction of the texture image data while
retaining problem specific information, which facilitates an effi-
cient texture classification process. The effectiveness of the pro-
posed method for classification of texture images is
demonstrated in Section 4. Finally, Section 5 presents discussion
and conclusion.

2. Theory
2.1. Discrete wavelet transform

Discrete wavelet transform (DWT) is finding inverse use in
fields as diverse as telecommunications and biology. Because of
their suitability for analyzing non-stationary signals, they have be-
come a powerful alternative to Fourier methods in many medical
applications, where such signals abound (Daubechies, 1988). The
main advantages of wavelets is that they have a varying window
size, being wide for slow frequencies and narrow for the fast ones,
thus leading to an optimal time-frequency resolution in all the fre-
quency ranges. Furthermore, owing to the fact that windows are
adapted to the transients of each scale, wavelets lack the require-
ment of stationary.

The (continuous) wavelet transform of a 1-D signal f{x) is de-
fined as

Wef)a.b)= (. via.b) = [ T 0w (dx,

)
Vb = a71/21/1<x;b>7

a

where a is the scaling factor, b is the translation parameter related
to the location of the window, and /'(x) is the transforming func-
tion. The latter is also called the mother wavelet, which is the pro-
totype for generating the other window functions.

The extension to 2-D is usually performed by using a product of
1-D filters. The transform is computed by applying a filter bank as
shown in Fig. 1. L and H to denote the 1-D low pass and high pass
filter, respectively. The rows and columns of image are processed
separately and down sampled by a factor of 2 in each direction,
resulting in one low pass image LL and three detail images HL,
LH, and HH. (Fig. 2)a shows the one-level decomposition of Fig. 1
in the spatial domain. The LH channel contains image information
of low horizontal frequency and high vertical frequency, the HL
channel contains high horizontal frequency and low vertical fre-
quency, and the HH channel contains high horizontal and high ver-
tical frequencies. Three-level frequency decomposition is shown in
Fig. 2b. Note that in multi-scale wavelet decomposition only the LL
subband is successively decomposed.

2.2. Genetic algorithms

The genetic algorithms use an evolutionary process for solving a
problem. The genetic algorithm begins with a set of solutions
which are represented by individuals. These sets of solution are
called as population. It is taken the solutions from one population
and use to form a new population. This iterative process is main-
tained during the new population will be better than the old one.
Solutions that are then selected to form new solutions are selected
according to their fitness values. If fitness value of an individual is
better than other’s, this individual is more lucky than other for be
reproduced at next population. This iterative process is repeated
until some conditions (for example, number of populations or
improvement of the best solution, etc.) are satisfied (http://
cs.felk.cvut.cz/~xobitko/ga/ (accessed: 20.8.04)). Outline of the ba-
sic genetic algorithm can be given as below:

e It is generated random population of n individuals which pro-
vide suitable solutions for the problem.

o It is evaluated the fitness f(x) of each individual x in the popula-
tion (http://cs.felk.cvut.cz/~xobitko/ga/ (accessed: 20.8.04)).

e It is created a new population by repeating following steps until
the new population is complete.

rows columns

. H @) HH

Image

L ) L

Fig. 1. A one-level wavelet analysis filter bank.
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(a) 1-level Decomposition.

(b) 3-level Decomposition.

Fig. 2. Wavelet frequency decomposition.

e Itis selected two parent individuals from a population according
to their fitness. The better fitness is interpreted as the bigger
chance to be selected for next population.

e It is crossed over the parents with a crossover probability to
form new individuals. If crossover wasn’t performed, individual
would be the exact copy of parents.

¢ Itis mutated new individual with a mutation probability at each
locus which is position in individual.

e It is placed new individuals in the new population.

e It is used new generated population for a further run of the
algorithm.

o It is stop the genetic algorithm, if the end condition is satisfied,
and return the best solution in current population.

e It is gone to step second.

2.3. The artificial neural networks

An artificial neural network (ANN) is a mathematical model
consisting of a number of highly interconnected processing ele-
ments organized into layers, the geometry and functionality of
which have been likened to that of the human brain. The ANN
may be regarded as processing learning capabilities. It has natural
propensity for storing experimental knowledge. By virtue of its
parallel distribution, an ANN is generally robust for tolerant of
faults and noise, able to generalize well and capable of solving
non-linear problems (Haykin, 1994).

3. Methodology and applications

Feature extraction is the key for pattern recognition so that it is
the most important component of designing the intelligent system
based on pattern recognition since the best classifier will perform
poorly if the features are not chosen well (Avci, Turkoglu, & Poyraz,
2005). A feature extractor should reduce the pattern vector (i.e.,
the original waveform) to a lower dimension, which contains most
of the useful information from the original vector.

3.1. Entropy and energy values as features

Entropy is a quantity that is widely used in information theory
and is based on probability theory (Tzanakou, 2000). Entropy is a
common concept in many fields, mainly in mechanic, image pro-
cessing and signal processing. The general form of the entropy
function is shown as follows:

H(X) == pilog,p; (2)

i=1

where X is a random variable which can be one of the values
X1,X2,...,X, with probability pq,pa,...,pn. Note that if p;=0, then
Olog, 0 is defined to be 0. Thus, H(X) can be interpreted as represent-
ing the amount of uncertainty that exists in the value of X. In infor-
mation theory, entropy value is considered to be an average amount
of information received when the value of X is observed. In this pa-
per, we used norm entropy and Sure entropy, respectively. The
Norm entropy Hy(s) is defined as follows:

v =S P for (1<p<2) 3)
i=0

where x is signal and ¥x; is ith component of the given x variable
(Coifman & Wickerhauser, 1992; MATLAB, 2003). The Sure entropy
Hs(x) is defined as below:

|xi| < &= Hs(x) = Zn: min((x?, %) (4)
i=0

There, ¢ is a positive threshold value (Coifman & Wickerhauser,
1992; MATLAB, 2003). Where x is variable and x; is ith component
of the given variable.

Energy is one of the most commonly used features for texture
analysis. In this study we used the averaged l,-norm which is de-
fined as follows:

-1 n

Ep =~ > () (5)
N5

where N is the number of the components in the x variable.

3.2. Optimum feature extraction and classification by using GDWNN

In this study, the genetic algorithm is used for obtaining the
optimum wavelet filter and values of the entropy parameter. For
this reason, the feature extraction methods are generated using
db2, db3, db5, db10, sym2, sym3, sym5, sym7, sym8, bior1.3,
bior2.2, bior2.8, bior6.8, coif1, coif2, coif3, coif5 wavelet filters sep-
arately. These feature extraction methods can be named as the
following:

(1) The feature extraction method by using db2 wavelet filter (FEM-
1): For wavelet decomposition of the various texture images,
the decomposition and reconstruction structures at level 1
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are shown in Fig. 2. DWT is applied to the texture images by
using the db2 wavelet decomposition filters. Thus, three
detail images and one approximate image are obtained:
one-approximation coefficients LL and three detail coeffi-
cients LH, HL, HH. A representative example of the wavelet
decomposition of the texture image is shown in Fig. 2.
One-level DWT decomposition of the Brickwall texture using
db2 is shown in Fig. 3.

(2) The feature extraction method by using db3 wavelet filter (FEM-

2): In FEM-2, the previous method’s (FEM-1) descriptions are
valid. In this method, only db3 wavelet filter is used differ-
ently from the FEM-1 for DWT decomposition stage of
GDWNN.

(3) The feature extraction method by using db5 wavelet filter (FEM-

3): In FEM-3, the descriptions of FEM-1 are valid. In this
method, only db5 wavelet filter is used differently from
the FEM-1 for DWT decomposition stage of GDWNN.

(4) The feature extraction method by using db10 wavelet filter

(FEM-4): In FEM-4, the descriptions of FEM-1 are valid. In
this method, only db10 wavelet filter is used differently from
the FEM-1 for DWT decomposition stage of GDWNN.

(5) The feature extraction method by using sym2 wavelet filter

(FEM-5): In FEM-5, the previous method’s (FEM-1) descrip-
tions are valid. In this method, only sym2 wavelet filter is
used differently from the FEM-1 for DWT decomposition
stage of GDWNN.

(6) The feature extraction method by using sym3 wavelet filter

(FEM-6): In FEM-6, the previous method’s (FEM-1) descrip-
tions are valid. In this method, only sym3 wavelet filter is
used differently from the FEM-1 for DWT decomposition
stage of GDWNN.

(7) The feature extraction method by using sym5 wavelet filter

(FEM-7): In FEM-7, the previous method’s (FEM-1) descrip-
tions are valid. In this method, only sym5 wavelet filter is
used differently from the FEM-1 for DWT decomposition
stage of GDWNN.

(8) The feature extraction method by using sym8 wavelet filter

(FEM-8): In FEM-8, the previous method’s (FEM-1) descrip-
tions are valid. In this method, only sym8 wavelet filter is
used differently from the FEM-1 for DWT decomposition
stage of GDWNN.

G e, -

Fig. 3. One-level DWT decomposition of the Brickwall image using db2.
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The feature extraction method by using biorl.3 wavelet filter
(FEM-9): In FEM-9, the previous method’s (FEM-1) descrip-
tions are valid. In this method, only bior1.3 wavelet filter
is used differently from the FEM-1 for DWT decomposition
stage of GDWNN.

The feature extraction method by using bior2.2 wavelet filter
(FEM-10): In FEM-10, the previous method’s (FEM-1)
descriptions are valid. In this method, only bior2.2 wavelet
filter is used differently from the FEM-1 for DWT decompo-
sition stage of GDWNN.

The feature extraction method by using bior2.8 wavelet filter
(FEM-11): In FEM-11, the previous method’'s (FEM-1)
descriptions are valid. In this method, only bior2.8 wavelet
filter is used differently from the FEM-1 for DWT decompo-
sition stage of GDWNN.

The feature extraction method by using bior6.8 wavelet filter
(FEM-12): In FEM-12, the previous method’s (FEM-1)
descriptions are valid. In this method, only bior6.8 wavelet
filter is used differently from the FEM-1 for DWT decompo-
sition stage of GDWNN .

The feature extraction method by using coifl wavelet filter
(FEM-13): In FEM-13, the previous method’s (FEM-1)
descriptions are valid. In this method, only coif1 wavelet fil-
ter is used differently from the FEM-1 for DWT decomposi-
tion stage of GDWNN.

The feature extraction method by using coif2 wavelet filter
(FEM-14): In FEM-14, the previous method’'s (FEM-1)
descriptions are valid. In this method, only coif2 wavelet fil-
ter is used differently from the FEM-1 for DWT decomposi-
tion stage of GDWNN.

The feature extraction method by using coif3 wavelet filter
(FEM-15): In FEM-15, the previous method’s (FEM-1)
descriptions are valid. In this method, only coif3 wavelet fil-
ter is used differently from the FEM-1 for DWT decomposi-
tion stage of GDWNN.

The feature extraction method by using coif5 wavelet filter
(FEM-16): In FEM-16, the previous method’s (FEM-1)
descriptions are valid. In this method, only coif5 wavelet fil-
ter is used differently from the FEM-1 for DWT decomposi-
tion stage of GDWNN. The feature extraction methods and
binary equivalent of the feature extraction methods are
shown in Table 1.

Structural and operational process of the GDWNN: The proposed
GDWNN algorithm is developed for determining the most efficient
method of 16 texture feature extraction methods for texture dis-
crimination which was explained in Section 3.2. Besides choosing
the most appropriate wavelet decomposition filter, the proposed
algorithm has the ability of selecting the optimum P-parameter va-

lue of
sure e

the norm entropy and optimum g-parameter value of the
ntropy for efficient features which characterize the texture

Table 1

The feature extraction methods and binary equivalent of the feature extraction
methods

Feature Binary equivalent of the Feature Binary equivalent of the
extraction feature extraction extraction feature extraction
method method method method

FEM-1 0000 FEM-9 1000

FEM-2 0001 FEM-10 1001

FEM-3 0010 FEM-11 1010

FEM-4 0011 FEM-12 1011

FEM-5 0100 FEM-13 1100

FEM-6 0101 FEM-14 1101

FEM-7 0110 FEM-15 1110

FEM-8 0111 FEM-16 1111
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images. The operational processes for employing the genetic algo-
rithm are listed below:

3.2.1. Step 1. Composing of the initial population

The initial population of the genetic algorithm is consisted of 20
individuals. Each individual is a word of 10 bits. These words are
consisted of three segments. The first segment of an individual rep-
resents the wavelet filter type and four bits are enough for repre-
senting this segment because we have 16 wavelet decomposition
filters. Fifth, sixth, and seventh bits of the each individual represent
the P-parameter value of the norm entropy which is mentioned un-
der Section 3.2.1. Moreover, eighth, ninth, and tenth bits of each
individual represent e-parameter value of the sure entropy. In
norm entropy, P is the power and should be chosen between
[1,2). In sure entropy, ¢ is the threshold and it also should be se-
lected between [1,8). Sensitivity for P-parameter is 1/7 since P-
parameter is represented by using three bits for each of individual
of the population. Thus, the P-parameter gets one of the values
from the set X,. X, is consist of the following components: 1,
1.142, 1.285, 1.426, 1.568, 1.71, 1.852 and 1.994. e-Parameter is
represented by three bits for each individual of the population.
The ¢-parameter gets one of the following values 1-8. According
to this, we can convert these values to binary form in Table 2.

For example, two individuals of population may be shown as
below:

0000 0 0 1 0 1 1
| | | |
£ * l—$—‘
FEM-1 value of the P value of the

parameter = 1.142

?
arandom individual=000000101 1

parameter = 4

0001 010 0 0 1
| | | |
¥ ¥
FEM-2 value of the P value of the

parameter = 1.285

*
arandom individual =000 1010001

parameter = 2

3.2.2. Step 2. Feature extraction mechanism

1. Each individual of the population represent one of the feature
extraction methods which are given in Section 3.2. P-parameter
value is used for norm entropy and &-parameter value is used
for sure entropy. When a random individual is selected, the
appropriate wavelet filter type and the pre-defined parameter
values are assigned to the related parameters (P and ¢). This
individual is then sent to the feature extraction mechanism.

2. The feature extraction mechanism tries to obtain the most
appropriate feature vector which characterizes the input tex-

Table 2
P-parameter value of the norm entropy and ¢-parameter value of the sure entropy

P-parameter Binary equivalent of &-parameter Binary equivalent of

value of the the P-parameter value  value of the the e-parameter value
norm entropy  of the norm entropy sure entropy  of the sure entropy

1 000 1 000

1.142 001 2 001

1.285 010 3 010

1.426 011 4 011

1.568 100 5 100

1.71 101 6 101

1.852 110 7 110

1.994 111 8 111

ture images by adjusting the P and e-parameter values of the
related entropy functions. The proposed feature extraction
mechanism is tested with several Brodatz texture images,
which are shown in Fig. 4. A number of randomly selected tex-
ture images of size 96 x 96 are formed. Thus, totally 1000 tex-
ture images are processed in the feature extraction
mechanism. For each of this 1000 texture image, the norm
entropy, the sure entropy and the energy values of the each
wavelet decomposition coefficients were obtained by using
the feature extraction method. We calculated the norm
entropy values of the texture images at the terminal node
obtained from wavelet decomposition as defined in Eq. (1).
Where, the wavelet entropy H is a real number, x is the termi-
nal node signal and (x;) i is the waveform of terminal node. In
norm entropy, P is the power and should be such that
1 < P<2. We also calculated the sure entropy and energy val-
ues as defined in Eqgs. (3), (4) and (5). In sure entropy, ¢ is the
threshold and must be such that 1<e¢<8. All obtained
entropy values are normalized by dividing to N=1000. Thus,
total normalized 6 entropy values and 3 energy values are
found for each of these 10 texture images.

3.2.3. Step 3. Classification and calculation of the fitness function for an
individual mechanism

This mechanism is realized the intelligent classification by
using features obtained from feature extraction mechanism. The
training parameters and the structure of the MLP are shown in Ta-
ble 3. These parameters are selected for ANN structure after several
different experiments. In these experiments, the ANN is employed
with different parameters such as the number of hidden layers, the
size of the hidden layers, value of the moment constant and learn-
ing rate, and type of the activation functions.

The operations in this stage are ordered as below:

1. 200 x 9 feature vector which is obtained in feature extraction
mechanism is given to input of the artificial neural network
(ANN) classification. The decision space at the output of ANN
classifier is formed from 10 texture images.

2. The mean square error (MSE) of the ANN is obtained at the final
of training of the ANN classifier.

3. We call a constant desired error rate (DER) for the ANN classi-
fier. The individuals are selected as winner if MSE is equal to
DER or less than DER. If this status is occurred, this means that
individual has high fitness value. Therefore, the comparison
between MSE and DER is used for our genetic algorithm as fit-
ness function of an individual of the population. In this applica-
tion, fitness values of the all individuals of population are
calculated in the same way. Later, obtained fitness values of
all the individuals at the population are ordered from 1 to 20.
If fitness value of an individual is less than 11, fitness value of
this individual is low. The fitness values, which are higher than
11, are evaluated as high. The individuals which have high fit-
ness values at the current population are saved for composing
of the next generation. The individuals which have low fitness
values at the current population are eliminated. If there are
individuals which have same fitness value, one of these individ-
ual is selected as random for population in next generation. As a
result, optimum 10 individuals of current population are saved
for next generation.

3.2.4. Step 4. Crossover operation

The 30 % portion of the optimum 10 individuals obtained in
Stage-4 are randomly selected and subjected to crossover operator.
Namely, 3 individuals are subjected to crossover operator. 2 bits of
the each of the random 2 individuals are randomly selected and



E. Avci et al./ Expert Systems with Applications 36 (2009) 6036-6043 6041

o~

G|
FaE SR se sy |

Woolen cloth (D19)

Straw (D15)

Fig. 4. Texture images.

Table 3

MLP architecture and training parameters

The number of layers 3

The number of neuron on the layers Input: 9
Hidden: 15
Output: 1

The initial weights and biases Random

Activation functions Tangent-sigmoid

Training parameters
Learning rule Levenberg-Marquart
Back-propagation

Sum-squared error 0.0000001

replaced each other for crossover operations. At the final of the
crossover operations, 6 new individuals are obtained.

Structures of feature extraction and classification mechanism of
the GDWNN are shown in Fig. 5.

3.2.5. Step 5. Mutation operation

In there, the bit inversion method is used for mutation operator
(http://cs.felk.cvut.cz/~xobitko/ga/ (accessed: 20.8.04)). The muta-
tion operation is realized by using the 0.3% portion of the total bits
numbers of other seven individuals. If a bit is equal to 1, it is chan-
ged to 0. If it is equal to O, it is changed to 1. At the final of the
mutation operation, seven new individuals are obtained. There
are total 20 individuals in population of next generation at the final
of Step 4 and Step 5.

The processes in Steps 1-5 are realized respectively for each of
the 20 individuals in population for a generation.

Aim of using GDWNN in this study is the selecting the most
appropriate feature extraction method from among four different
feature extraction methods, optimum value of P-norm entropy
parameter, and optimum value of ¢ sure entropy parameter. The
combination of selected these values are given to feature extrac-
tion mechanism.

4. Experimental results

Experiments are conducted with 10 Brodatz texture images,
each of size 512 x 512 obtained from http://sipi.usc.edu/data-
base/database.cgi?volume=textures&image=1#top. All texture
images which are used in this study are shown in Fig. 4. We make
20 sub images of size 96 x 96 by randomly chosen from the each
original input texture images. Thus, we obtain totally 200 images
before feature extraction and training of the GDWNN. 100 texture
images are used for test. Each of texture image pass through the
process which is explained in Section 3.2. Each texture image is
decomposed to 4 subbands according to the 1 level wavelet
decomposition using various filters. The experimental results for
proposed system are given in Table 4. Here, only the best 10 meth-
od results, which the proposed algorithm was found, are given. We
also compared the proposed system with several randomly chosen
wavelet filters and entropy parameter values. These randomly cho-
sen wavelet types, the entropy parameter values and the classifica-
tion performance of the texture images were indicated in Table 5.
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Population

: 2

An individual in the population is randomly selected

3

The Feature
Extraction Method
Represented by This
Individual

Value of the P
Norm Entropy
Parameter
Represented by This
Individual

Value of the€
Sure Entropy
Parameter
Represented by This
Individual

! &

Calculating of The Wavelet Entropies and Wavelet Energies

200 x 9 Feature Vectors

]

Multi Layer Neural Network Classifier ‘

Evaluating of
Fitness
Function of The
GDWNN

No

Yes

—_

The individual is
saved for population
of the next
generation

Fig. 5. Structure of feature extraction and classification mechanism of the GWNN.

The obtained optimum values by using GDWNN algorithm and classification performance of the GDWNN.

Obtained optimum feature
extraction method and the

related parameters

The correct classification rates for texture images (%)

Method Wavelet P ¢ Brick Grass Gravel Bark Herringbone Plastic Rough Straw  Woolen Wood Total correct classification
Filter wall weave bubbles wall cloth grain rates (%)

FEM-14 coif2 1.142 8 78 72 99 100 100 100 88 95 100 100 93.2

FEM-3  db5 1571 1 80 100 100 97 100 100 82 97 100 100 95.6

FEM-15 coif3 1427 8 75 71 100 85 91 98 78 100 98 100 89.6

FEM-1 db2 1.142 3 78 96 100 100 98 100 71 96 98 100 93.7

FEM-13  coifl 1.713 5 71 100 100 98 82 100 86 86 91 100 91.4

FEM-10 bior2.2 1 5 82 88 100 92 82 100 100 98 100 100 94.2

FEM-15 coif3 1285 6 78 100 100 82 100 98 96 98 100 100 95.2

FEM-2 db3 1 3 75 87 100 90 100 100 98 93 100 100 94.3

FEM-6 sym3 1142 8 78 88 92 96 96 96 100 75 100 100 92.1

FEM-7 sym5 1285 2 75 92 100 97 98 100 86 84 100 100 93.2

Table 5

The randomly chosen wavelet filters and entropy parameter values and their classification performance

Randomly selected wavelet filter and parameter values The correct classification rates for texture images (%)

Wavelet p & Brick Grass Gravel Bark Herringbone Plastic Rough Straw  Woolen Wood Total correct classification

filter wall weave bubbles wall cloth grain rates (%)

bior2.2 1.1 8 74 80 96 100 93 98 86 90 100 100 82.7

db4 1.5 2 83 93 100 68 93 100 64 88 100 100 88.9

As it can be seen from Table 4, the overall classification rates for all
texture types are over 90% except one method because the

wavelet

type.

GDWNN could select the most appropriate parameters and the
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5. Discussions and conclusion

This work indicates the use of GDWNN for texture image classi-
fication. The feature choice was motivated by a realization that
wavelet transform essentially is a representation of textures at a
variety of resolutions. In brief, the wavelet decomposition has been
demonstrated to be an effective tool for extracting information
from the texture images.

In this paper, the application of the wavelet entropy and energy
in the wavelet layer of GDWNN to the feature extraction from tex-
ture images was shown. Wavelet energy proved to be very useful
features for characterizing the texture images; furthermore the
information obtained from the wavelet entropy is related to the
energy. The most important aspect of the intelligent system is
the ability of self-organization of the GDWNN without require-
ments of programming and the immediate response of a trained
net during real-time applications. GDWNN finds optimum wavelet
filter type and the optimum parameter values that are used for
norm and sure entropy. The disadvantage of the GDWNN for tex-
ture classification is that it needs more computation time than a
standard MLP structure.

Based on theoretical analysis and experimental results, the
GDWNN features and classification is shown to be capable of cap-
turing image structures which are crucial for texture characteriza-
tion. It is shown that GDWNN can classify the given texture images
with an overall 93.25% success rate.
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