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ABSTRACT 

 

The development of information technology has supported many activities, 

especially in terms of health. Artificial Intelligence (AI) is the application of 

information technology that is currently developing well. Several previous 

studies have evaluated models from expert systems to diagnose lung disease in 

children using Naïve Bayes (NB) and Support Vector Machine (SVM). 

However, in conducting these evaluations they do not try to make an 

integrated application to facilitate evaluation. In this study we propose to build 

a system that integrates NB and SVM classifiers. Furthermore, in this study we 

used a sample of data from a clinic in Indonesia. The results of this study, we 

conclude that the existence of this system will make it easier to evaluate the 

lung disease experienced by children. 
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I. INTRODUCTION 

 

The application of information technology today is 

the focus of life that leads to the advancement of 

science education. The development of information 

technology is supported by the lives of everyone who 

wants to use this information technology to help 

solve existing problems [1–3]. Information 

technology development in the world of health has a 

very big role in everyday life in solving existing 

problems. 

 

Expert system is a computer program that contains 

knowledge from one or more human experts 

regarding a specific field [4]. The general form of an 

expert system is a program based on a set of rules that 

analyzes information (usually provided by the user of 

a system) about a specific class of problems as well as 

a mathematical analysis of the problem. In the 

standard system, there are two commonly used 

models, namely forward chaining rules and backward 

chaining rules [4]. Forward chaining is forward 

tracking that starts from a set of facts by looking for 

rules that match the existing assumptions / 

hypotheses to conclusions. Meanwhile, backward 

chaining is backward tracking that starts reasoning 

from the conclusion (goal), by looking for a set of 

hypotheses to the facts that support a set of these 

hypotheses. 
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Previous research has conducted an evaluation of 

expert systems in the field of health, especially for 

the lungs in children by applying models from 

machine learning such as Naïve Bayes (NB) and 

Support Vector Machine (SVM) [5, 6]. Although 

previous research has implemented various types of 

classifiers such as NB and SVM, they have not 

considered creating a system that can make it easier 

to conduct research evaluations simultaneously. 

Therefore, in this study we propose to design a 

system that can perform simultaneous evaluation by 

utilizing NB and SVM classifiers in the detection of 

lung disease in children. 

 

II. RELATED WORK 

 

In this chapter we divide references based on our 

research topic, namely NB and SVM classifiers in 

detecting Childs’ lung disease. 

 

2.1 Naïve Bayes (NB) to Detect Childs’ Lung 

 

Naïve Bayes (NB) is of the one most elegant machine 

learning technique that is practically used. NB is an 

efficiency, effectiveness, and iterability algorithm to 

classify the data [7–9]. Previous studies have used NB 

in evaluating lung symptoms in children [4] 

 

2.2 Support Vector Machine (SVM) to Detect Childs’ 

Lung 

SVM is one of the successful methods to develop 

classification in supervised learning. In addition, 

Huajuan [10] illustrated SVM useful to apply data 

classification in data mining and machine learning, 

because SVM has successfully solved and predicted 

the problem in high dimensionality of data 

classification such as text categorization with 

excellent performances. Previous studies have used 

SVM in evaluating lung symptoms in children [5, 6].  

 

 

III.  PROPOSED MODEL 

 

The flow work of this research divided into six steps 

such as design of knowledge representation, 

prototyping system, validation expert, testing of 

program, results.  

 

3.1 Design of knowledge representation 

 

a. Design of knowledge representation model that 

was employed on this system based on the 

production rule using pattern of IF – THEN. Each 

lungs’ symptom has determined the weight value 

(confidence factor) that was defined by the 

domain expert within range 0....1. This value 

represents the confidence value of each lungs’ 

symptom which causing particular diseases. 

b. The lungs’ disease diagnosis adopted a forward 

chaining inference. This system allows users to 

select the symptoms of the infected kids’ lung. 

The user could be selected the symptoms textual 

statement and sample image in the expert system. 

The system will process the choice of users and 

give the evaluation results of the infected kids’ 

lung. 

 

3.2 System Prototyping 

The expert system, for diagnosing lung disease, 

consists of lung disease diagnosis, knowledge-based, 

inference engine and database. The expert system 

architecture can be shown in Figure 2. In research we 

adopted PHP program language with MySQL as 

database. Inference engine contains thought 

mechanism and system reasoning pattern used by an 

expert. This mechanism will analyze a symptom 

selected by the user for producing the conclusion of 

diagnosis result. This inference system used forward 

chaining method. 
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Figure  1.  The framework of Proposed Model  

3.2.1 Naïve Bayes Classifier 

Given the test description of the document 𝑑 of an 

opinion represented by the vector <

𝑤1, 𝑤2, … . . , 𝑤𝑚 >, to classify the document d, MNB 

is defined as: 

 

𝐶𝑀𝑁𝐵(𝑑) = 𝑃(𝑐) ∏ 𝑃(𝑤𝑖|𝑐)𝑓𝑖𝑛
𝑖=1  (1) 

 

where, 𝑃(𝑐) is a prior probability that a document 𝑑 

belongs to class 𝑐 , 𝑛  is a number of the features, 

𝑃(𝑤𝑖|𝑐) is the conditional probability that a word 𝑤𝑖 

occurring in the class 𝑐 , 𝑤𝑖  is the word feature 

occurred in 𝑑, 𝑓𝑖 is the number of frequency count of 

a word 𝑤𝑖  in reporting 𝑑 , and 𝐶𝑀𝑁𝐵(𝑑)  is the class 

label of 𝑑 predicted by the classifier [9]. 

 

3.2.2 Support Vector Machine (SVM) 

SVM is a machine learning technique which is used 

in prediction, classification, and regression. The 𝑖𝑡ℎ 

opinion in SVM trained with all of the opinions in 

the 𝑖𝑡ℎ class with the positive labels, then all other 

opinions with negative and neutral labels. Given 𝑙 as 

training data (𝑥𝑖 , 𝑦𝑖), … , (𝑥𝑛, 𝑦𝑛) , where 𝑥𝑖 ∈

𝑅𝑙  and 𝑌𝑖  ∈ {1,2 … . , 𝑐) describe an opinion class of 𝑥𝑖. 

To classify the document 𝑥𝑖, SVM is defined as: 

 

 

 

 

𝑚𝑖𝑛
𝑤𝑚 ∈ 𝐻, 𝑏 ∈ 𝑅𝑘, ξ ∈ 𝑅𝑙 𝑥 𝑘         

1

2
∑ 𝑤𝑚

𝑇 𝑤𝑚 +𝑘
𝑚=1

𝐶 ∑ ∑ ξ𝑖,𝑡𝑡≠𝑦𝑖

𝑙
𝑖=1       (2) 

 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜  𝑤𝑦𝑖
𝑇 𝜑(𝑥𝑖) + 𝑏𝑦𝑖 ≥ 𝑤𝑦𝑖

𝑇 𝜑(𝑥𝑖) + 𝑏𝑡 + 2 −

ξ𝑖,𝑡 (3) 

 

ξ𝑖,𝑡 ≥ 0 

𝑖 = 1, … , 𝑙, 𝑡 ∈ {1, … , 𝑘}\𝑦𝑖 

 

where, in training the opinions data 𝑋𝑖 is illustrated 

to highest dimensional space by the function 𝜑 and 𝐶 

is presenting the penalty parameter. Minimizing 
1

2
∑ 𝑤𝑚

𝑇 𝑤𝑚
𝑘
𝑚=1  describes we shall like to maximize 

2

||𝑤𝑖||
 the margins between three groups of opinions 

data. If the data training is not linear distinguishable, 

there is penalty term 𝐶 ∑ ∑ ξ𝑖,𝑡𝑡≠𝑦𝑖

𝑙
𝑖=1  that can be 

reduced the total number of training error. For the 

summary, the concept of SVM is finding for the 

balance between the rule term of 
1

2
∑ 𝑤𝑚

𝑇 𝑤𝑚
𝑘
𝑚=1  and 

training errors [11–13].  

 

3.3 Validation expert 

 

The expert system validation is the stage which the 

experts re-examine the design of a system that has 

been developed by the authors. Validation of the 

prototype expert system is done by two senior 

doctors of clinic at Indonesia. 

 

IV.  RESULTS  

 

The results of the research we have done can be seen 

from the sub-chapters which will be explained in 

detail below. 
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4.1 Diagnosis Results 

 
 

Figure 2. The diagnosis results  

 

 
Figure 3. The NB diagnosis results  

 

4.2 Classification Results 

 

This section will explain the results of the research 

that has been done in evaluating kids’ lung diseases. 

The results of data classification carried out by NB 

and SVM classifiers are then calculated using several 

techniques, such as: precision, recall, F1 and accuracy.  

 

TABLE I 

DATA CLASSIFICATION RESULTS FROM SVM  

 

From the results obtained from the two methods, it 

can be seen that NB is the best method of classifying 

the data in this study. The accuracy value obtained 

from NB is 80.32% while SVM is 79.5% with a 

difference of 8.2%. From the fold (#) value that has 

been done that the smallest result of NB is in the 

second iteration with a value of 77.49%, and the 

highest value is 82.82 in the 4th iteration. Meanwhile, 

the smallest value in SVM is in the 2nd iteration with 

a value of 78.77% and the highest value is 82.05% in 

the 4th iteration. The Recall value at NB is 76.66% 

and the value at SVM is 71.06%. with a difference in 

value of 5.6 Meanwhile, the value of fold (#) in NB 

displays the lowest result in the 7th iteration with a 

value of 75.49%, while in SVM is 66% in the second 

iteration. 

 

  

Fold (#) 
Accuracy 

(%) 

Recall 

(%) 

Precision 

(%) 

F1 

(%) 

1 80.05 66.41 71.90 69.05 

2 77.49 66.00 72.79 69.23 

3 78.97 71.43 72.41 71.92 

4 82.82 72.03 79.23 75.46 

5 78.72 66.67 77.04 71.48 

6 78.21 67.36 71.85 69.53 

7 80.77 79.26 69.48 74.05 

8 78.72 66.91 71.54 69.14 

9 77.95 79.03 62.03 69.50 

10 81.28 75.52 73.97 74.74 

Average 79.50 71.06 72.22 71.41 
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TABLE 2 

DATA CLASSIFICATION RESULTS FROM NB 

 

 

If seen in the 2nd iteration NB displays the results of 

76.53%, then there is a difference of 10.53%, while in 

the 7th iteration SVM displays the results of 79.26% 

with a value of 3.77% difference from NB. In the 

precision section, NB displays the results of 81.96% 

and SVM 72.22% with a difference in value of 9.74%. 

Whereas in section F1, NB displays the data 

classification results of 74.7% and SVM displays the 

results of 71.41% with a difference in value of 3.29%. 

based on the results of data classification that has 

been done by both methods, the biggest difference in 

value occurs in precision.  

 

V. CONCLUSION 

 

In this paper, an empirical study was conducted to 

evaluate the application of expert system to detect 

the kids’ lung based on Naïve Bayes (NB) and Support 

Vector Machine (SVM). Based on Naïve Bayes is the 

best algorithm to classify the users’ opinions in this 

study, the accuracy reported is 80.32% and 79.50% of 

SVM classifier. To The findings of this study reveal 

that NB classifier outperformed than SVM classifier 

in evaluating the kids’ lung disease.  
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