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Abstract

Recommender systems aim to recommend users with some of their potentially inter-
esting items by exploiting various information, especially the absolute ratings. Nev-
ertheless, recent literature has suggested that rating-based systems are less reliable
comparing to those based on relative preferences, i.e., “which one is better?” instead
of “what do you think of this one?” However, a problem of these emerging relative
preference-based models is that they consider either the second order interactions,
such as similarities between users, or the higher order interactions, such as latent
factors. This limitation reduces the performance of relative preference-based systems
as the two types of interactions are complementary. On the other hand, due to the
change of input format, existing relative preference-based systems do not consider side
information such as user profiles and item content, which can be helpful to further
improve the performance. Furthermore, the potential of relative preference-based
systems to merge heterogeneous data sets was not identified in literature, which can
help alleviate the cold-start problem of having limited information for new users or
items.

In this thesis, we tackle these three issues. We propose a novel model to exploit
the ordinal properties possessed by ratings, where both the second and higher order
interactions are considered. In this model, ratings are no longer considered as num-
bers, but a sequence of ordinal labels. The proposed model used Markov Random
Fields to combine two types of interactions.

Another type of relative preference is Preference Relation (PR), i.e., compar-

isons of items. For PR-based systems, we proposed a modified version of Markov

xiii
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Random Fields which accepts PR instead of ordinal preferences, by converting PR
into user-wise preferences, and then into ordinal distributions through ordinal logis-
tic regression. This process produces the first PR-based recommender system that
captures both types of interactions. For incorporating side information, we extended
the Markov Random Fields to Conditional Random Fields, in which the users profiles
and item content are considered by designing new features.

Despite of improving existing PR-based systems, we also identified a great po-
tential of such systems to merge heterogeneous data sets. Specifically, data sets in
different format, such as 5-star ratings, binary ratings, page views, and mouse clicks
can all be converted into PR format and used by PR-based systems. This observation
makes it possible to alleviate the cold-start problem by generating a much denser data
set, which could not be done for rating-based systems.

To evaluate the performance of proposed models, we conducted experiments on
different public data sets against the state-of-the-art relative preference-based models
measured by different metrics. The results presented in the experiment sections of
each chapter show statistically significant improvement over existing models. The
main contributions of this research are proposing the first relative preference-based
models that can capture both types of interactions, and using PR-based models to
alleviate the cold-start problem.

Keywords: Recommender Systems, Preference Relation, Collaborative Filtering,

Relative Preference, Ordinal Preference



Chapter 1

Introduction

1.1 Background and Motivation

Recommender Systems (RecSys) aim to suggest items (books, movies, tourism attrac-
tions, etc.) that are potentially to be liked by the user. To identify the appropriate
items, RecSys use various sources of information, such as historical ratings given by
users [38] or content of items [5]. RecSys were originally designed for users with in-
sufficient personal experience or with limited knowledge on the items. However, with
the rapid expansion of Web 2.0 and e-commerce, overwhelming number of items are
offered, and now every user can be benefited from RecSys [66].

Over the last decade there have been rapid advances in RecSys, from both academia
and industry [7,20,37,44,49,76]. One of the most important events in RecSys was
the one million Netfliz Prize [7] launched in 2006, which sought for RecSys that out-
perform Netfliz company’s own RecSys. The dataset released in this competition
contains historical ratings on movies given by individuals. The Netfliz dataset, to-
gether with other datasets released by companies such as Amazon and Yahoo! have

become the popular benchmark datasets in this field. Due to the extensive use of



these datasets, which contain ratings, most RecSys to date are designed to exploit
ratings [40,41,69].

However, user feedbacks are not always expressed in form of absolute ratings, and
it is often expensive to collect such explicit feedbacks. Furthermore, studies [12,42]
have reported that absolute ratings may not be completely trustworthy. For example,
the rating 4 out of 5 may in general indicate high quality, but it can mean just OK for
critics. In fact, users’ quantitative judgment can be affected by a number of irrelevant
factors such as the mood when rating, and in psychology this is called misattribution
of memory [71].

While users are not good at making consistent quantitative judgment, the relative
preferences such as ordinal preferences [42,46,79,82] and preference relations (PR) [12,
18,19] have been considered as more consistent form of feedbacks across like-minded
users. For example, by measuring the relative order between items, the PR is usually
less variant to irrelevant factors: a user in bad mood may give lower ratings to all
items but the relative orderings between items remain the same. Being a more reliable
type of user preferences, PR is also easier to collect comparing to ratings as it can
be inferred from implicit feedbacks. For example, the PR between two items can
be inferred by comparing their ratings, page views, played counts, mouse clicks, etc.
This property is important as not all users are willing to rate their preferences, where
collecting feedbacks implicitly delivers a more user-friendly recommender system. In
addition, as the ultimate goal of RecSys, obtaining the ranking of items by itself is to
obtain the relative preferences, a more natural input than absolute ratings [42, 81].

Despite of its potential, the newly emerged relative preference-based RecSys pro-

vides less features comparing to the well-established rating-based RecSys. Meanwhile,



relative preference-based RecSys provides an alternative view of user preferences, thus
can be used to resolve issues of rating-based RecSys. Currently, relative preference-

based RecSys still faces the following unresolved issues:

e Different Structures in User Preferences: Existing recommendation techniques
can be largely divided into two forms: memory-based [65,69] and model-based [38].
Memory-based approaches focus on capturing the second-order interactions be-
tween similar users [65] or items [69]. This type of information is called Local
Structure (LS) of user preferences. On the other hand, model-based approaches
focus on discovering the weaker but higher-order interactions among all users
and items. This type of information is called Global Structure (GS) of user
preferences. Previous studies have suggested that these two types of struc-
ture are complementary since they address different aspects of the preferences
(38,46, 79]. However, there is yet no relative preference-based RecSys that can

capture both LS and GS.

e Side Information of User Preferences: While existing recommendation tech-
niques focus on exploiting user preferences, side information such as item con-
tent and user attributes [79] are also shown to be useful in improving recom-
mendation quality. However, due to the change of input format, there is yet no

relative preference-based RecSys can incorporate side information.

e User Preferences from Heterogeneous Sources: Last decade has seen a growing
trend towards creating and managing more profiles in Online Social Networks.
User are now providing feedbacks on different platforms in different formats,

such as 5-star ratings, thumbs up/down, as well as implicitly as mouse clicks.



These rich, but heterogeneous, user preferences provide an opportunity of allevi-
ate the cold-start problem [72]. However, existing recommendation techniques
usually assume the user preferences are in the same format, and therefore are

unable to exploit these heterogeneous user preferences.

The first two issues have constrained the potentials of relative preference-based
RecSys, while the third issue is faced by all existing recommendation techniques.
This thesis aims to address these issues to make relative preference-based ReSys

more effective and applicable.

1.2 Research Objectives

The objective of this work is to overcome the aforementioned weaknesses of existing
relative preference-based RecSys, as well as resolving the heterogeneous data sources

issue of traditional RecSys. More specifically, the research objectives of this work are:

e Learning Local and Global Structures: Capturing both the local and global
structures of user preferences have been done in rating-based recommendation
techniques [38]. However, existing approaches are not directly applicable to
relative preference-based RecSys as the format of input has changed. Recent
advances in Markov Random Fields-based RecSys [79] have made it possible
to capture both structures in a principled way by utilizing the flexibility of
graphical models. This thesis will investigate how the two structures can be

compiled into a single model in a probabilistic manner.

e Incorporating Side Information: How to incorporate side information such as



item content and user attributes is a problem for relative preference-based Rec-
Sys. In fact, no existing relative preference-based RecSys has attempted this
task as these models are designed particularly for user preferences and have no
flexibility to incorporate side information in a proper way. On the other hand,
Conditional Random Fields [79], as an the extended version of Markov Ran-
dom Fields, can easily incorporate side information in a probabilistic manner.
However, it remains unknown how Conditional Random Fields can accept rel-
ative preferences as input. This thesis will investigate how to design a relative

preference-based Conditional Random Fields model.

e Learning from Heterogeneous Data Sources: How to unify user preferences in
different formats has been a problem for traditional rating-based RecSys. The
main difficulty is that there is no suitable method to convert user preferences
among formats without introducing noises. Furthermore, some conversions are
impractical, such as converting mouse clicks to 5-star ratings. Fortunately, the
relative preference provides a unified interface for all kinds of user preferences,
where both mouse clicks and 5-star ratings can be converted into pairwise
preference relations. In this thesis, we will investigate how to learn from het-

erogeneous data sources using relative preference-based RecSys.

1.3 Overview of the Proposed Methodology

Firstly, to address the problem of learning both local and global structures, we
propose two Markov Random Fields-based models to capture and unify both the LS

and GS information. Specifically, the proposed model employs Markov Random Fields



(MRF) to investigate the LS information while the Ordinal Matriz Factorization
(OMF) captures the GS information. In this way, we take advantages of both the
representational power of the MRF and the ease of modeling ordinal preferences by
the OMF. Experimental result on public datasets demonstrates that the proposed
model can capture both types of interactions, resulting in improved recommendation
accuracy. On the other hand, when the input format is pairwise preference relation,
the Preference Relation-based Markov Random Fields model is proposed to deal with
the input format of pairwise comparisons of items.

Secondly, to address the problem of incorporating side information, we extended
the proposed Markov Random Fields-based models to Conditional Random Fields-
based models, in which the side information are modeled as global observations of
the graphical models. We performed experiments on public datasets and demonstrate
that side information has been properly incorporated, and significantly improved
recommendation performance has been achieved and validated by statistical tests.

Finally, to address the problem unifying information from heterogeneous data
sources, we employed the several models to convert and exploit user preferences of
different formats. Specifically, all types of user preferences are converted into the
unified preference relation format and modeled by our proposed models. Experiment
results on public datasets demonstrate that our solutions to unifying data from het-
erogeneous sources have successfully minimized the noises information introduced,
resulting improved recommendation quality, especially in cold-start cases where each

data source provides a limited amount of data.



1.4 Thesis Outline

This section presents the overall organization of this thesis. As the objective of this
thesis is to address the problems of relative preference-based RecSys, the content of

each chapter is organized as follows:

e Chapter 2 presents a comprehensive survey on recommender systems in gen-
eral with a focus on relative preference-based RecSys. Specifically, the relevant
concepts, assumptions, and emerging research issues in this area will be dis-
cussed. Efforts have been made to identify current and future issues of relative

preference-based RecSys.

e Chapter 3 focuses on resolving the issue of learning from both the local and
global structures in ordinal user preferences. This chapter specifically inves-
tigates the scenario of using ordinal type of preference as input. An Ordinal
Random Fields (ORF) method is proposed to capture and unify both types of
structures in a principled way. Experiments on multiple public datasets are con-
ducted to show that the proposed method effectively improves the performance

of recommendation by utilizing both types of structures.

e Chapter 4 proposes a novel Preference Relation-based Markov Random Fields
model to address the issue of learning from both the local and global structures
in preference relations. This chapter also proposes a Preference Relation-based
Conditional Random Fields model, which incorporates side information of users
and items. The proposed model does not rely on ratings but pairwise compar-
isons of items, thus offers better reliability and can be applied to a wider range of

applications. To validate its performance, we conducted experiments on several



public datasets together with side information, and performance improvements

have been confirmed statistically.

e Chapter 5 addresses the issue of learning from multiple heterogeneous data
sources. This chapter identifies and formalizes the heterogeneous data sources
problem, and proposes the preference relation-based method to unify heteroge-
neous data. With consideration of multiple data sources, the proposed method
can reduce the effect of cold-start problem where each data source provides
limited amount of data. With the help of the proposed method, implicit user
preferences such as page views and mouse clicks can be easily exploited to alle-

viate the cold-start problem.

e Chapter 6 summarizes the contributions of this thesis, as well as discusses

some possible extensions and directions of future research.

To maintain readability, some essential concepts, definitions, and motivations are
recounted in each chapter to make it self-contained. For basic concepts of recom-

mender systems, readers may refer to the recommender system handbook [66].



Chapter 2

Literature Review

This chapter is devoted to provides an extensive literature review on recommender
systems by racing the trends and directions of current research. We chronologically
review contributions along each research direction regarding recommender systems
with a focus on relative preference-based RecSys. Specifically, Section 2.1 introduces
the basic notations and related concepts of recommender systems. Section 2.2 reviews
popular recommendation techniques along with the latest developments. Section 2.3
focuses on relative preference-based RecSys, and will introduce the recent develop-
ments on this emerging topic. Section 2.4 presents evaluation metrics that are used

to evaluate recommendation performance.

2.1 Notation and Problem Formulation

RecSys use historical data to predict future interest in items by users. Two objects
are involved in RecSys: items and users. Let U = {uy, ua, ..., u;, } denote a set of m
users, and T = {t1, s, ..., t,} denote a set of n items, such as books, movies, etc. The

interest of user v € U in item ¢t € T is encoded as the preference r,, € R, where

9
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R captures the known preferences for all users U. A typical form of preferences is
the ratings (e.g. 1 — 5 stars), though many other forms exist, such as like/dislike,

clicked /not clicked, etc.

Definition 1 (Recommender System). Given item collection 7" and known preferences
R of all users U, RecSys aims to identify the item ¢ € T that maximizes the preference

Ty, ¢ Of the active user u, € U [1]:

t = argmax(r,, ;) (2.1.1)
teT

This definition often implies that individual items are suggested to the individual
users, however, real-world applications may require suggesting a set of items and/or
to a group of users. To handle such cases, Definition 1 needs to be extended, how-
ever, it remains a challenging task to making recommendations to groups of users or
recommending a set of items. For ease of reference, notations used by rating-based
RecSys are summarized in Table 2.1.

Over the last decade, the development on RecSys has been carried out along
two research lines: Recommendation Techniques and Evaluation Metrics. Works on
the recommendation techniques focus on how to generate recommendations based on
various information sources, ranging from the item content, the known preferences,
to more recent sources such as the context 2] and the social trust [28].

After the recommendations have been generated, the next task is to evaluate the
quality of recommendations using evaluation metrics. Evaluating common machine
learning tasks such as classification are in general less difficult as the ground truth
is available to assess the predictions. Accuracy metrics such as mean absolute error
(MAE) are often employed to assess the performance of machine learning tasks as

well as the RecSys. However, it becomes tricky in RecSys where the ground truth



Table 2.1: Notations used in rating-based RecSys

11

Notations

Mathematical Meanings

5 3 @ 3 <

set of all users U = {uy, ug, ..., up}

set of all items T = {t1,t9, ...t}

a user group, G C U

an item package, K C T

available preferences data of all users

the preference of user u on item ¢

the set of items rated by user u,

the set of users rated item ¢,

the set of items co-rated by user u, and wu,

the group G’s preference on package K

the inter-relevance between group G and package K
the aggregation of inherence properties of package IC
the cardinality of the set

the prediction, e.g. 1 is the predicted item ¢

the arithmetic mean




12

(user’s satisfaction) may not be well represented by the preferences data such as
ratings. For example, a user rated 5-star for the movie Titanic but he/she may not
want to watch Titanic Extended Version, but a RecSys focuses on ratings may still
consider Titanic Extended Version as a 5-star recommendation. For this reason,
research of RecSys has gone beyond the accuracy metrics to many novel metrics such
as diversity [11], novelty [25], etc. Figure 2.1 provides an overview of recommendation

techniques and evaluation metrics in RecSys.

2.2 Recommendation Techniques

Recommendation techniques aims to identify the right item for the user, where two
fundamental approaches are Content-based methods [62] and Collaborative Filtering
methods [65]. Conventionally, Content-based methods generate recommendations
by exploiting regularities in the item content, while Collaborative Filtering methods
generate recommendations based on available preferences data of users. More recent
approaches are exploiting extra information such as the context [2] and the social

trust [28]. In this section, we briefly review these recommendation techniques.

2.2.1 Content-based Recommender Systems

Content-based methods generate recommendations for the active user u, based on the
contents of related items, where other users’ information is not utilized. The basic
idea is to identify the unrated items that are similar to the active user’s highly rated

items.
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The prediction of active user’s preference r,,, on unrated item ¢ is calculated
based on known preferences of items similar to ¢. The similarity between two items
is measured by comparing the content of the items. For example, two movies can
be compared in terms of the actors, directors, genres, etc [47]. For text-based items,
the features can be represented by keywords using term frequency/inverse document
frequency (TF-IDF) [67]. Given the features, the similarity can be calculated using
standard metrics such as the cosine distance.

Despite of the simplicity, content-based methods have three limitations. Firstly,
it can be difficult to define features or extract content from some types of items, such
as audio, videos, and pictures. Secondly, the user will always be recommended with
items that are highly similar to the items he/she liked, which leads to the lacking of
diversity [11]. Finally, it is difficult to identify items for new users or users with few

ratings, and this is referred to as the cold-start problem [72].

2.2.2 Collaborative Filtering

Collaborative Filtering (CF) looks for items highly rated by users similar to the
active user. CF methods can be classified into two classes: memory-based methods

and model-based methods.

Memory-based Methods In memory-based methods [59,65], the preference pre-
dictions are based on the entire collection of known preferences. The idea is
that similar users should rate the same movie similarly. The preference 7, ;
of unrated item ¢ for active user u, is calculated based on the preference r,;
from every user u; € U who is similar to the active user u,. The similarity

between two users is defined by comparing their known preferences, and two
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popular measures are Pearson Correlation Coefficient (PCC) [65] and Vector

Space Similarity (VS) [1]:

Pearson Correlation Coefficient (PCC)

Ztlesz (roi = 7o) (ryi = Ty)

stm(uy, uy) (2.2.1)
\/Zt EThy (rwi — 72)? Ztiesz (ryi — 7y)?
Vector Space Similarity (VS)
TCE'LT. A
sim(uy, uy) = cos(ux, uy) ety "oy (2.2.2)

\/Zt €Ty m Zt €Ty yz

where T, = {t; € T'|ry; # O, 1y # O} denotes the set of items co-rated by both

U, and u,,.

Model-based Methods In contrast to memory-based methods, model-based meth-
ods [57,68] will construct a model from the known preferences, and make future
recommendations based on the model. Model-based methods often take more
training time than memory-based methods, however, they are more efficient
in generating recommendations. According to the type of model, model-based
methods can be further divided into three classes: supervised learning-based [57],

unsupervised learning-based [31,70], and matriz factorization-based [9,38].

Similar to content-based methods, CF also suffers from cold-start problem. In
addition, new items rated by a small number of users will have a low chance to
be recommended. However, CF has been one of the most popular recommendation

techniques for to its efficiency and high quality recommendations.



16

2.2.3 Context-Aware Recommendation

Both content-based methods and CF focus on the preferences, however, users’ inter-
ests could also be affected by the context. For example, whether a user would like a
movie not only depends on the user’s taste, but also the context such as when, where,
and with whom.

One of the first considered context is temporal information. In 2001, Zimdars et
al. [86] treated CF as a uni-variate time series problem, where a user’s next preference
is predicted based on the previous preference. However, temporal information did not
attract much attention until the successful of timeSVD++ method [39] in Netfliz
Progress Prize competition. The timeSVD++ method predicts preference of active

user u, on item ¢ at time ¢ as:

Fai(t) = i+ bi(1) + ba(t) + aF | pat) + | Rua)z Y w5 (2.2.3)
jER(Ua)

where p denotes the overall average preference, b;(t) is the item’s bias at time ¢, b,(t)
is the user’s bias at time ¢, R(u,) is the set of items rated by user u,, ¢; and y; are
item-factor vectors, and p,(t) is the user-factor vector at time ¢, p,(t), ¢;, and y; are
in a joint latent factor space as used in matrix factorization techniques [38]. In this
formulation, temporal information is modeled by the time-based bias, and this makes
it superior to other competitors.

Recently, it has been recognized that temporal is not the only important context
and various kinds of context can be exploited to improve the recommendation quality,

and this kind of RecSys is referred to as Context-Aware Recommender Systems [2].
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2.2.4 Graph-based Recommendation

Graph-based methods consider the recommendation task as a link prediction problem
of bipartite graph [85]. On bitpartite graph, users U and items 7T are represented by
two sets of nodes, and each pair of < user,item > can be connected with an edge.
These edges represent users’ interests in items, and making recommendations is the
same as connecting the missing edges.

A representative work is the Network-Based Inference (NBI) proposed by Zhou
et al. [85] which generates recommendations based on the resource-allocation process.

To make predictions for user u,, NBI first initializes the network as:

1 ift € R(ua)
AC (g, 1) = (2.2.4)

0 otherwise

where R(u,) denotes the set of items rated by user u,, and AC(u,,t;) is the Allocated
Resource (AC) to node of item ¢; that represents user’s interests. In this initialization,
1 is assigned to every item t; if rated by user u,, and 0 otherwise. After this initial-
ization for all users, the allocated resources will be redistributed among all items in
the following two steps and the item with the most AC at the final stage will be

recommended to the active user wu,.

Spreading Step In spreading step, all initially allocated resources will flow from all

items T to all users U. The resources flow to each user u, is calculated as:
IT|
Cm‘AC<Uz, ti)
AC(uy) = _ (2.2.5)
; 1S(t:)]
where S(t;) denotes the set of users who rated item ¢;, AC(u,,t;) denotes the

initial resources allocated to item ¢; by user u,, and c¢,; is 1 if u, rated item ¢;

and 0 otherwise.
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Redistribution Step In this step, the resources will flow back to items T from users

U. The final resources allocated to each item ¢; is calculated as:

AC(t) =) %jl) (2.2.6)

r=1

The item with most resources AC(t;) allocated will be recommended to the

active user .

2.2.5 Trust-based Recommendation

Similarity in typical recommendation methods is often defined by standard metrics
such as cosine. However, instead of finding recommendations from similar users, it
is also reasonable to find recommendations from familiar users [28]. Intuitively, an
item liked by the user’s good friend has the potential to be liked by the user.
Recent developments in social networks have further revealed the social trust rela-
tionships among users, and Massa and Avesani [53] termed this kind of recommender
systems as Trust-Aware Recommendation. Empirical results from Guy’s work [28] in-
dicated that familiarity-based methods can be superior to similarity-based methods.
Despite of the performance comparison, the key advantage of trust-aware methods is

that it provides a promising approach to cold-start problem [27,28].

2.3 Relative Preference-based Recommender Sys-

tems
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User preferences can be modeled in three types: pointwise, pairwise, and listwise.
Though RecSys is not limited to pointwise absolute ratings, the recommendation
task is usually considered as a rating prediction problem [38,40,69,78]. Recently,
a considerable literature [12,19,45,64,74] has grown up around the theme of rela-
tive preferences, especially the pairwise PR. Meanwhile, recommendation task is also
shifting from rating prediction to item ranking [56,74,83] in which the ranking itself
is also relative preferences.

The use of relative preferences has been widely studied in the field of Information
Retrieval for learning to rank tasks [21,22,35]. Recently, PR-based [12,19,45,64] and
listwise-based [74] RecSys have been proposed. Among them, the PR-based approach
is the most popular, which can be further categorized as memory-based methods [12]
that capture local structure and model-based methods [19,45,64] that capture global

structure. We summarize the capabilities of the existing methods in Table 2.2.

Table 2.2: Capabilities of existing methods

Method Input Output LS | GS
Pointwise Memory-based Ratings Ratings v
Pointwise Model-based Ratings Ratings

Pointwise Hybrid Ratings Ratings v

Pairwise Memory-based | Preference Relations | Item Rankings | v/

Pairwise Model-based Preference Relations | I[tem Rankings v
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2.3.1 Notation and Problem Statement
Preference Relation

A preference relation (PR) encodes user preferences in form of pairwise ordering
between items. This representation is a useful alternative to absolute ratings for
three reasons.

Firstly, PR is more consistent across like-minded users [12,19] as it is invariant
to many irrelevant factors, such as mood. Secondly, PR is a more natural and direct
input for Top-N recommendation, as both the input and the output are relative
preferences. Finally, and perhaps most importantly, PR can be obtained implicitly
rather than asking the users explicitly. For example, the PR over two Web pages
can be inferred by the stayed time, and consequently applies to the displayed items.
This property is important as not all users are willing to rate their preferences, where
collecting feedbacks implicitly delivers a more user-friendly RecSys. In addition, PR-
based RecSys provides an opportunity to utilize the vast amount of implicit data
that have already been collected over the years, such as activity logs. With these
potential benefits, we shall take a closer look at the PR, and investigate how they
can be utilized in RecSys.

We formally define the PR as follows. Let U = {u}" and Z = {i}" denote the set
of n users and m items, respectively. The preference of a user u € U between items ¢
and j is encoded as m,;;, which indicates the strength of user u’s PR for the ordered
item pair (7, 7). A higher value of m,;; indicates a stronger preference on the first item

over the second item.
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Definition 2 (Preference Relation). The preference relation is defined as
(2,1] if i > j (u prefers i over j)

Tuij = 4 [5,3] if i~ j (i and j are equally preferable to u) (2.3.1)

0,5) ifi=<j (uprefers j over i)
where m,;; € [0,1] and my;; = 1 — Ty

This definition is similar to [19], however, we allocate an interval for each pref-
erence category, i.e., preferred, equally preferred, and less preferred. Indeed, each
preference category can be further break down into more intervals.

Similar to [12], the PR can be converted into user-wise preferences over items.

Definition 3 (User-wise Preference). The user-wise preference is defined as

2 1
Dui = ZjeIu [[WUij > §]|]H_ |Zj€Iu [[Trm;j < 5]] (232)

where [-] gives 1 for true and 0 for false, and II,; is the set of user u’s PR related to
item 1.

The user-wise preference p,,; falls in the interval [—1, 1], where —1 and 1 indicate
that item ¢ is the least or the most preferred item for user u, respectively. The user-
wise preference measures the relative position of an item for a particular user, which
is different from absolute ratings.

Preference relation has been widely studied in the field of Information Retrieval [14,

21,22,35]. Nevertheless, PR-based RecSys have only emerged recently [12,19,45,64].

Problem Statement

Generally, the task of PR-based RecSys is to take PR as input and output Top-N

recommendations. Specifically, let m,;; € II encode the PR of each user u € U.
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Each m,;; is defined over an ordered item pair (i, j), denoting ¢ < j, ¢ ~ j, or

1 > j as described in Eq. 2.3.1. The goal is to estimate the value of each unknown

Tuij € Ilunknown, such that 7,;; approximates m,;;. This can be considered as an
optimization task performs directly on the PR:

Tuij = iifg[élﬁ(ﬁw — Fuij)” (2.3.3)

However, it can be easier to estimate the 7,;; by the difference between the two

user-wise preferences p,; and py;, i.e., Tyij = ¢(Pui — Duj), Where ¢(+) is a function that

bounds the value into [0, 1] and ensures ¢(0) = 0.5. For example, the inverse-logit

. T . .
function ¢(x) = 55 can be used when user-wise preferences involve large values.

Therefore, the objective of this paper is to solve the following optimization problem:
(Puis Puj) = arg min(ui; — $(Pui — buj))? (2.3.4)
BuiPuj
which optimizes the user-wise preferences directly, and Top-N recommendations can
be obtained by simply sorting the estimated user-wise preferences.

Let us consider an instance space X = {x;} (e.g. items) and a finite set of labels
(e.g. ratings) Y = {y;li = 1,2,...,k}. One task of preference learning is to find a
label ranking for any instance, e.g., determine the most likely rating for an item. The
other task is to find an object ranking, e.g., to determine the ranking of items.

For ease of reference, notations used in Relative Preference-based RecSys are
summarized in Table 2.3. The letters u, v, a, b represent users, and the letters ¢,

7, k, I represent items.



Table 2.3: Notations used in Relative Preference-based RecSys

Notations  Mathematical Meanings
the set of users
the set of items
the set of preference relations
Dusi the user-wise preference of user u on item i
g an undirected graph encodes relations of user-wise preferences
the set of vertices each represents a user-wise preference
the set of edges each connects two vertices
fuw the correlation feature between users v and v
fij the correlation feature between items ¢ and j
Wy the weight associated to the user-user correlation feature f,,
Wij the weight associated to the item-item correlation feature f;;
Q(pui | u,i) the ordinal distribution
o the side information, e.g., user attributes and item content

23
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2.3.2 Memory-based Models

A memory-based model is proposed in [12] to take preference relations as input and

compute similarities between users. The proposed model has the following three steps:

Collecting User Profiles

When preference relations are employed, four values are possible for user preferences:
e | > j indicates item i is preferred over item j
e ; < 7 indicates item j is preferred over item ¢
e i =~ j indicates item 7 and j are equally preferable

Each value correspond to one question answered by a user. However, there are too
many possible questions which cannot be asked. Therefore, a decision must be made

to decide which subset of questions to ask.

Computing Similarities Between Users

Let I, be the set of preference relations of user u, and fy, 4, (7, j) indicating whether
two users u; and uy agree on their preference on the two items ¢ and j. Given an item
pair (i,7), the function f,, ., (7, j) gives the value 1 if the two users have the same
preference, and 0 otherwise. The similarity measure between two users u; and uy is
then defined as:

Z(z J)ennls s s (2, 7)

\/Z(z,] cl fUhUl i ] \/Z (4,4)€I2 fuz,uz(l j)

_ Z(ivj)ehﬂfz ful,uz(l,j)
11| - |2

cosy (U, us)

(2.3.5)
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where the numerator represents the number preferences that both users agreed, and

the denominator normalizes the result.

Making Recommendations

To make recommendations, the preference relations are first converted into user-wise

preferences. Denote:
e ¢, the number of preference relations that 4 is preferred
e ¢, ;: the number of preference relations that 7 is equally preferred to others
e c,;: the number of preference relations that ¢ is less preferred
Then the user-wise preference of item ¢ by user u is defined as:

- .t

. cr.
o o 2.3.6
Cui T C;r,z' + i ( )

C

Pui =

With the user-wise preferences computed, the preference over an unknown item j
can be predicted by:
ZUGNU stm(u, v) - pyj
ZveNu sim(u,v)

where N, is the set of users that have similar profiles to user w.

Puj = (2.3.7)

2.3.3 Model-based Models
Ordinal Matrix Factorization

The ordinal nature of preferences has been overlooked in RecSys literature, until
recently Ordinal Matriz Factorization (OMF) [32,42,61,82] has emerged to explore

the ordinal properties of ratings.
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In general, OMF' aims to generate an ordinal distribution Q(r,;|u,7) over all pos-
sible rating values for each user/item pair. Predicting the rating for user u on item
7 is then equivalent to identifying the rating with the greatest mass in the ordinal
distribution Q(r.;|u,7). While traditional RecSys approaches make only a point esti-
mate, the OMF produces a full distribution and each prediction is associated with a
probability as a confidence measure.

Typical OMF approaches assume the existence of a latent utility x,; that captures
how much the user u is interested in the item ¢. The latent utility x,; can be defined
in different ways [32,42,61,82], but under the same framework of Random Utility
Models [55]

i = Mui + € (2.3.8)
where p,,; is an internal score represents the interaction between the user u and the
item . The €, is the random noise normally assumed to follow the logistic distribution
in practice [42]. The latent utility x,; is then generated from a logistic distribution

centred at p,; with the scale parameter s,; proportional to the standard deviation
Tui ~ Logi(fhui, Sui) (2.3.9)

In collaborative filtering, the user-item interaction is often captured by MF tech-

niques, thereby the internal score j,; can be substituted with the MF term b,; +pZq;
Tyi = bui + Pl + € (2.3.10)

where p, and q; are, respectively, the latent feature vectors of the user u and the
item ¢. Modelling the latent utility with MF reflects the name OMF.
Despite how the latent utility is modelled, an ordinal assumption is required to

convert the numerical utility into ordinal values. A common approach is the ordinal
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logistic regression originally described by McCullagh [54], which assumes that the

rating is chosen based on the interval to which the utility belongs
Twi = [ if Tyi € (Ql_l,el] for [ < L and Twi = L if Lo > Or_1 (2311)

where L is the number of ordinal levels and 6; are the threshold values of interest.
Other assumptions [51] are also possible but McCullagh’s model is by far the most

popular. The probability of receiving a rating [ is therefore
0,
Q(ryi = lu,i) = / P(x,;|0) = F(0,) — F(0,_1) (2.3.12)
011
where F'(6;) is the cumulative logistic distribution evaluated at 0,

1
1+ exp(—eq‘“*““i)

Sui

Fzg < 16) = (2.3.13)

where the thresholds 0, can be parameterised to depend on user or item. This paper
employs the user-specific thresholds parameterisation described in [42]. Therefore a
set of thresholds {6}~ is defined for each user u to replace the thresholds 6, in
Eq. 2.3.13.

Given the learned ordinal distribution Q(ry;|u,4), not only the ratings can be

predicted but also the confidence for each prediction.

Preference Relation-based Matrix Factorization

Matriz Factorization (MF) [41] is a popular approach to RecSys that has mainly
been applied to absolute ratings. Recently, the PrefNMF [19] model was proposed
to adopt PR input for MF models. The PrefNMF model discovers the latent factor
space shared between users and items, where the latent factors describe both the taste
of users and the characteristics of items. The attractiveness of an item to a user is

then measured by the inner product of their latent feature vectors.
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Formally, each user u is associated with a latent feature vector u, € R* and each
item 7 is associated with a latent feature vector v; € R¥, where k is the dimension of
the latent factor space. The attractiveness of items i and j to the user u are u,v;
and u, v;, respectively. When uv; > u, v, the item i is said to be more preferable
to the user v than the item j, i.e., ¢ > j. The strength of this preference relation m,;;
can be estimated by u, (v; — v;), and the inverse-logit function is applied to ensure
Tuij € [0, 1]:

euI (Vi*vj)

Fruij = (2.3.14)

1+ euz (vi—vy)
The latent feature vectors u, and v; are learned by minimizing regularized squared

error with respect to the set of all known preference relations II:

min > (uig — Fui)? + Ml + [val?) (2.3.15)

u,,v;ERF o

WuijEH/\(Z<j)
where A is the regularization coefficient. The optimization can be done with Stochastic
Gradient Descent for the favor of speed on sparse data, or with Alternating Least

Squares for the favor of parallelization on dense data.

2.4 Evaluation Metrics

Classic problems such as classification often have some agreed evaluation metrics.
However, recommendation techniques are evaluated in many different ways depending
on the form of recommendation as well as the goal of recommendation. For example
when predicting a user’s rating on a movie, accuracy metrics are often used to measure
how close the predicted rating is to the true rating. On the other hand, if the RecSys

predicts a ranking of items for a user, then other metrics will be required to measure
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the correctness, diversity, etc. In this section, we describe some commonly used

evaluation metrics for both rating and ranking based RecSys.

2.4.1 Accuracy Metrics

To measure the recommendation quality, various accuracy metrics can be used. Two
popular metrics are Mean Absolute Error (MAE) and Root Mean Squared Error
(RMSE), which measure how close the prediction is to the ground truth Let > _|R(u,)|
be the number of unrated items by user u,, and 7; be the predicted rating of item ¢,

the definition of MAE and RMSE are as follows:

; er - Rai
AR = 2zl i (2.4.1)

2ol B(ua)|

Z ’Raz_ azl
RMSE = \/ SAIOA] (2.4.2)

MAE and RMSE are the commonly used metric in literature [68,69] as well as
in various competitions [7]. However, the prediction accuracy can also be measured
in terms of correlations between the predicted and the ground truth. Different cor-

relation measures exist and a popular one is Pearson Correlation Coefficient (PCC)

defined as: o
2u(Ba — R)(R, — R)

(R — R)? - \/.(Ra — R)

Other accuracy metrics are also developed, such as Accuracy/Precision [29], and

PCC = (2.4.3)

Area Under ROC Curve (AUC) [85].
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2.4.2 Diversity

Traditionally, the evaluation of RecSys is mainly based on accuracy metrics such as
RMSE. However, the accuracy metrics can not evaluate the some properties of the
items other than the preferences, such as Serendipity [25], Diversity [11], etc.

One diversity metric is Personalization, in which the uniqueness of each user’s

recommendation list is measured. Personalization refers the inter-user diversity [84]

2 Li(uz) N L
Personalization = —— Z (1 _ () k(uy)|) ; (2.4.4)
mm = 1) 2 Lales)

| L (ug )N L (uy)]|

()] ) is the Hamming distance

where m is the number of users, and (1 —

between recommendation lists Ly (u,) and Ly (u,).

2.4.3 Coverage

Coverage refers to the percentage of items of all items a RecSys can recommend. This
metric is based on the observation that some items may not have the chance to be
recommended to any user, which reduces the coverage of the system.

Let N be the number of top places to be considered, Ly be the number of distinct
items in all top-N recommendation lists, and L be the number of distinct items in all

recommendation lists. The N-dependent coverage is defined as [25]:
Coverage(N) = Ly/L (2.4.5)

A low coverage means the RecSys can only make recommendations on a small
number of distinct items, in other words, it always recommends the popular items.

It can be shown that RecSys with high coverage implies higher diversity [48].
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2.4.4 Stability

Stability measures consistency of recommendations for the same user [3]. The rec-
ommendations generated by a stable RecSys should be similar after some new pref-
erences are added. For example, the first recommendation of an unstable RecSys
predicts movie A as 5-star and movie B as 1-star. Then the user watched movie A
and rated it as 5-star. With this new preference added to the preferences data, the
unstable RecSys then generates the second recommendation that predicts movie B
as b-star. The 5-star movie B which was 1-star, may lead to user confusion and lower
the trust of the RecSys. The Stability property has been studied in detail in [4].
With various evaluation metrics available, the choice highly depends on the goal
of the RecSys. In general, accuracy metrics such as MAE and RMSE are standard
metrics for benchmark, and other metrics such as diversity and novelty are used to
fulfill some additional requirements. Unlike other machine learning tasks which have
agreed metrics, the evaluation of RecSys has gained great research interests and new

metrics are keeping emerged.

2.4.5 Metrics for Relative Preference-based Models

Traditional recommender systems aim to optimize RMSE or MAFE which emphasizes
on absolute ratings. However, the ultimate goal of recommender systems is usually
to obtain the ranking of items [42], where good performance on RMSE or MAE
may not be translated into good ranking results [42]. Therefore, we employ two
evaluation metrics: Normalized Cumulative Discounted Gain@T (NDCGQT) [34]

which is popular in academia, and Mean Average Precision@T (MAPQT) [13] which
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is popular in contests !. Among them, the NDCG@T metric is defined as

U |
NDCGQT = > (2.4.6)

where 7, is the relevance judgment of the item at position ¢, and K (7") is the normal-

ization constant. The MAPQT metric is defined as

T

MAPGT — > ZP“—(t) (2.4.7)

min(my, t)

u€Utest t=1
where m,, is the number relevant items to user u, and P,(t) is user u’s precision at
position ¢. Both metrics are normalized to [0, 1], and a higher value indicates better
performance.

These metrics, together with other ranking-based metrics, require a set of relevant
items to be defined in the test set such that the predicted rankings can be evaluated
against. The relevant items can be defined in different ways. In this paper, we follow
the same selection criteria used in the related work [12,38] to consider items with

the highest ratings as relevant.

2.5 Summary

Numerous recommendation techniques have been developed over the last decade,
ranging from the basic ones of content-based methods to the recent ones of context-
based methods. These recommendation techniques performed well in real-world ap-
plications such as Amazon, MovieLens, and Netfliz. However, due to the extensive
use of these rating-based datasets, existing models are specifically designed for the

ratings format, whereas vast amount of implicit feedback such as log files has been

'KDD Cup 2012 and Facebook Recruiting Competition
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stored but not utilized. The new emerged relative preference-based models provide a
solution to make use of such implicit feedback, but lacks of modeling abilities com-
paring to the well-established rating-based models. In the remaining chapters of this
thesis, we identify and tackle weaknesses of relative preference-based models to make

them more effective and applicable.



Chapter 3

Ordinal Random Fields for
Recommender Systems

3.1 Introduction

Recommender Systems (RecSys) aim to suggest items that are potentially of interest
to users, where the items can be virtually anything such as movies and attractions
for travel. To identify the appropriate items, RecSys use various sources of infor-
mation including item content [5] and user preferences [41]. By far, Collaborative
Filtering [41,69] is one of the most popular RecSys techniques, which exploits user
preferences especially the numerical preferences.

However, numerical preferences are often difficult to collect as users may find it
easier to tell which item is preferable to others, rather than expressing the precise
degree of liking. Furthermore, researchers argued that numerical preferences may
not be completely trustworthy [12,42]. For example, the internal scales of users
can be different, where the rating 4 out of 5 generally indicates high quality, but it is
possible to be just fine for critical users. While users are not good at making consistent

quantitative judgment, ordinal preferences are considered to be more consistent across

34
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like-minded users [18].

Ordinal preferences is an alternative view of user preferences, in which the relative
orders between items are measured. To adopt ordinal preferences, substantial research
efforts have been made over the past five years [42,61, 73,82]. While most data
collections are still dominated by numerical preferences, the shift from numerical to
ordinal is a slow process. Instead of going solely ordinal preferences in a sudden, most
existing ordinal approaches begin with exploiting the ordinal properties possessed by
numerical preferences. Among them, Ordinal Matriz Factorization (OMF) has been
suggested as an effective method in recent developments [32,42,61,82]. In contrast to
the numerical approaches, OMF makes weaker assumptions as the user preferences
are no longer required to be interpreted as numbers, instead, only the ordering of
items matters.

Despite of its effectiveness in modeling ordinal properties, OMF' is incapable of
exploiting the local structure described as follows. Typical collaborative filtering
methods discover two types of information: the neighborhoods and the latent factors,

which we refer to as the local and the global structures of the preferences:

Local Structure The local structure (LS) refers to the second-order interactions
between similar users or items. This type of information is often used by
neighborhood-based collaborative filtering, in which the predictions are made
by looking at the neighborhood of users [65] or items [69]. Though the majority
of preferences will be ignored in making predictions, LS-based approaches are

effective when the users/items correlations are highly localized.

Global Structure The global structure (GS) refers to the weaker but higher-order

interactions among all users and items. This type of information is often used by
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latent factor models such as SVD [41] and LDA [52], which aim at discovering
the latent factor spaces in the preferences. (GS-based approaches are often

competitive in terms of accuracy as well as computational efficiency.

Exiting literature has suggested that the LS and the GS are complementary since
they address different aspects of the preferences [38,79]. In 2008, a unified framework
has been proposed by Koren [38] to capture both structures, but only for numerical
preferences. To the best of our knowledge, there is yet no method for the OMF to
capture both the LS and the GS.

Recent advances in Probabilistic Graphical Models, especially the Markov Random
Fields (MRF), have provided methods of building RecSys capable of exploiting both
the LS and the GS [79]. However, there has been little attempt to address the ordinal
preferences issue due to the complication of modeling ordinal preferences with the
MREF.

This chapter aims to develop a unified model in which the OMF and the MRF
are seamlessly combined to take advantages of both the representational power of
the MRF and the ease of modeling ordinal preferences by the OMF. The proposed
Ordinal Random Fields (ORF) model is not desig