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Abstract— The inference engine is one of main components of 

expert system that influences the performance of expert system. 

The task of inference engine is to give answers and reasons to 

users by inference the knowledge of expert system. Since the idea 

of ternary grid issued in 2004, there is only several developed 

method, technique or engine working on ternary grid knowledge 

model. The in 2010 developed inference engine is less efficient 

because it works based on iterative process. The in 2011 

developed inference engine works statically and quite expensive 

to compute. In order to improve the previous inference methods, 

a new inference engine has been developed. It works based on 

backward chaining process in ternary grid expert system. 

This paper describes the development of inference engine of 

expert system that can work in ternary grid knowledge model. 

The strategy to inference knowledge uses backward chaining with 

recursive process. The design result is implemented in the form of 

software. The result of experiment shows that the inference 

process works properly, dynamically and more efficient to 

compute in comparison to the previous developed methods. 
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I.  INTRODUCTION  

There is no official definition for the term of expert system 
but there are some descriptions for it created by people 
working in the field of expert system. With the term of expert 
system we refer to a computer system or a program, into 
which several procedures of artificial intelligence are 
integrated. Expert system can be understood as vehicles for 
Artificial Intelligence (AI) techniques.  

Expert system is also applied artificial intelligence. Expert 
systems are programs for storing and processing knowledge of 
a special area, that why they are able to answer to questions 
and solve problems, with which experts normally deal [6]. In 
the current situation, expert system is an intelligent computer 
program that uses knowledge and inference procedures to 
solve problems that are difficult enough to require significant 
human expertise for their solution. 

The expert knowledge must be obtained from specialist or 
other sources of expertise, such as texts, journal, articles, and 
database [8]. This type of knowledge usually requires much 
training and experience in some specialized field such as 
medicine, geology, system configuration, or engineering 
design. Once a sufficient body of expert knowledge has been 
acquired, it must be encoded in some form, loaded into a 
knowledge base, then tested, and refined continually 
throughout the life of the system.  

Some task that can be performed by expert system are 
difficult tasks to be specified, the task that may have 
incomplete or uncertain data, there may not always be an 
optimum solution, the task cannot be solved in a step-by-step 
manner, and solutions are often obtained by using accumulated 
experience [11]. An example of applied expert system is web-
based consultation system [1]. Benefit of expert systems is the 
ability to preserve valuable knowledge which would otherwise 
be lost when an expert system is no longer available. Expert 
system also can allow an expert to concentrate on more 
difficult aspect of the task. It can enforce consistency, and they 
can perform dangerous tasks which would otherwise be 
carried out by humans.  

One of known and very popular expert system type is 
production rule. Production rule are simple but powerful forms 
of knowledge representation providing the flexibility of 
combining declarative and procedural representation for using 
them in a unified form. The term production rule came from 
production system which is developed by A production system 
is a model of cognitive processing, consisting of a collection 
of rules (called production rules, or just productions). Each 
rule has two parts: a condition part and an action (conclusion) 
part. The meaning of the rule is that when the condition holds 
true, then the action is taken. A typical production rule is given 
below: 

IF there is a flame THEN there is fire 
The statement of the rule above means that fire is caused 

by a flame. If anything happens with a flame, it will lead to 
fire production. It is the idea of production system. The 
production system or production rule provides appropriate 
structures for performing and describing search process. A 
production system has four basic components as enumerated 
below [9]: A set of rules following the classical IF-THEN 
construct. If the conditions on the left-hand side are satisfied, 
the rule is fired, resulting in the performance of action on the 
right-hand side of the rule, A database of current facts 
established during the process of inference, A control strategy 
which specifies the order in which the rule are selected for 
matching of antecedents by comparing the facts in the 
database. It also specifies how to resolve conflicts in selection 
of rule or selection of facts, and a rule firing module. An 
expert system that impalements production rule is known as 
rule-based expert system. 

Building or construction of rules can easily be done in 
most rule-based expert system. Knowledge expert or 
knowledge engineer does not have to do any work specifying 
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rules and how they are linked to each other. Sometime the 
knowledge expert or knowledge engineer can reference rules 
or facts that have not yet been created. It seems to be a simple 
and an instant work. The problem due to the performance of 
the knowledge will not occur until the number of rules is 
getting higher. Some problem may appear in the form of 
inconsistent rules, unreachable rules, redundant rule and 
closed rule chain of rules.  

The mentioned problems above have been solved with so 
called Ternary Grid [1][4][5]. Since the ternary grid can solve 
some problem concerning knowledge bottleneck, there is no 
any developed inference method, technique or machine 
working on ternary grid knowledge model. As consequence of 
it, all ternary grid knowledge must be converted into 
production system format, so that the knowledge can be 
processed by rule-based inference machine to deliver solution. 
The inference engine of an expert system interprets and 
evaluates the facts in the knowledge base in order to provide 
an answer. By the numerous methods of problem solution, 
which can be implemented in a rule interpreter, only the 
representatives of the concatenation strategies are to be treated 
here: forward chaining and backward chaining 

The developed inference machine of expert system can 
work in ternary grid knowledge model. The strategy to find 
solution previously uses forward chaining with iterative 
approach [12]. As another alternative solution, the inference 
machine can be implemented by using backward chaining 
method. The emphasis of this paper is to describe the 
backward chaining method that is implemented in the 
inference engine of ternary grid expert system. The backward 
chaining method should bring more benefit than developed 
forward chaining method, e.g. dynamic answers of inference 
engine, efficient computation effort, etc. 

II. METHODS 

Before talking the inference engine, we must first regard 
the knowledge representation. The Ternary Grid represents the 
production rule in the following structure (Fig. 1): 

 
Figure 1.  Ternary Grid basic structure 

Ri: Rule i (i is the number of rule) 

Fj: Fact j or logical term (j is the number of fact) 

},...,3,2,1{ Ii 
 

},...,3,2,1{ Jj 
 

1 IJ  

The Value of every grid box is 0, 1 or 2 

0 = unused, is represented by empty grid box. 

1 = Fact Fm belongs to the condition part of rule Rn 
(LHS= Left Hand Side). 

2 = Fact Fm is part of the conclusion part of Rn (RHS = 
Right-Hand Side).  

In the beginning of the development, the Ternary Grid was 
only used for knowledge acquisition system. The basic feature 
of the system architecture is to organize the independent and 
sequential obtaining process of the factual knowledge and the 
elicitation process of judgmental knowledge using Ternary 
Grid. The overall systems architecture is presented in terms of 
collection of functions providing effective acquisition, 
processing, transferring and flexible transformation of 
knowledge. This section gives an overview of the system that 
shows the design approach of the system and the concept of 
acquisition process. 

The Ternary Grid acquisition system has task to organize 
the knowledge base, to obtain the factual knowledge, to elicit 
the judgmental knowledge, and to transfer the knowledge into 
knowledge base. The system was able to improve the 
performance of expert system knowledge [5]. Meanwhile the 
Ternary Grid has been used for other part related the expert 
system, such as knowledge representation, knowledge based 
system, inference engine, etc.    

Even the Ternary Grid has been applied in an inference 
engine, but the approach of existing inference engine uses only 
forward chaining method. The backward chaining method has 
not been used in any inference engine. The developed 
backward chaining method will be implemented in inference 
engine of expert system based on Ternary Grid. Inference 
engine of expert system is computer program that answers 
questions from user. It processes all information from the 
knowledge base by firing rules and facts [9]. 

Backward chaining is a strategy of inference process which 
is the opposite of forward chaining. The strategy of backward 
chaining is started from a goal and ended with a fact that leads 
to the goal. Backward chaining method is also called as goal 
driven strategy of inference engine. In other literature, the 
backward chaining is a chaining process that begins with the 
last element in the chain and proceeds to the first element. 
This is often a very effective way of developing complex 
sequences of behavior 

There are two search algorithms, which are normally used 
by backward chaining method, i.e. depth-first and breath-first 
search algorithm. Both algorithms search data in a tree 
structure.  Depth-first search algorithm searches a data in a 
tree as deep as possible before backtracking. Breath-first 
search algorithm searches a data in neighbor nodes before it 
moves deeper to the bottom of the tree. Using depth-first 
search algorithm, the process of backward chaining can be 
illustrated as follows: 
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Figure 2.  Backward chaining illustration 

Figure 3 shows the illustration of backward chaining 
process of inference engine of expert system. The known facts 
are F1.1, F2.1, F3.2 and F3.4 in the beginning of process. The 
inference process begins from fact F1.1. That fact F1.1 is 
called as goal. The inference process moves then backward to 
other facts behind goal.  

It is so called condition part of rule. The inference engine 
tries to applied fact F2.1, F2.2 and F2.3, etc. The developed 
backward chaining uses depth-first search algorithm. The 
following steps describe the inference process of expert 
system using developed backward chaining algorithm as 
follows:  

Goal: F1.1 
Fetch: F2.1 → unknown 
Fetch: F3.1 → known 
Rule (F3.1, F2.1) → fired 
Rule (F2.1, F1.1) → fired 
Fetch: F4.1 → unknown 
Fetch: F2.2 → unknown 
Fetch: F3.2 → unknown 
Fetch: F4.2 → unknown 
Fetch: F4.3 → known 
Rule (F4.3, F3.2) → fired 
Rule (F3.2, F2.2) → fired 
Rule (F2.2, F1.1) → fired 
… 
Etc. 
The inference process continues until all possible facts 

have been asked (tested) to be fired. The developed algorithm 
searches all data deeper into the bottom of tree structure in the 
knowledge base of expert system.  

The designed and implemented backward chaining 
algorithm is explained in the following algorithm:  

 

 
 

The process continues as far as the number of rules is less 
than the number of existing rules and there is rule that is not 
applicable. If a rule is applicable (fired) then the program 
search the next facts that lead to applicable rule until there is 
no fact found anymore. If a rule is not applicable (fired) then 
the program search other possible rule in other paths. The 
process continues until all possible facts have been tested or 
fetched. 

III. RESULTS 

The same data as [12] [13] is used in this experiment.  

 

According to Ternary Grid acquisition technique [5], the 
mentioned rules are inputted into ternary grid knowledge base 
as it is shown in figure 4. Using the developed concept, the 
rule-based format must not be converted into ternary grid. The 
inference process of the expert system in ternary grid uses 
backward chaining with recursive approach. All fact inputs are 
stored in set of facts Fk. The inference engine searches all 
rules that are possible to be executed and stores them in set of 
rules Rx:   

 FFFpFpqppR kkx  ,,,      (5)   

The inference engine determines then rules that are able to 
be applied and stores in the following set of rule Ryn. 

xny RR 
  (6) 
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Figure 3.  Given facts and rules in ternary grid 

 
Figure 4.  Kknown facts 

The application does then the inference task by processing 
all facts that are given before. The result of inference process 
can be shown in figure 6. 

Inconsistent rules can be detected and eliminated using the 
following processes: 

 Find rows, in which value 3 appears: 

 3 ijaiB  (7) 

 Remove row duplication 


Bb

bC


  (8) 

The result of inference process shows the effectiveness of 
the developed algorithm. In comparison to the method of [7] 
[12] and [13], the developed inference method can work 
directly in ternary grid without having to be converted to rule-
based format. In comparison to [12] and [13], the developed 
method work more dynamic and efficient to compute. The 
implemented recursive approach in inference process reduced 
the number of required iteration. The result of inference 
process can also show other facts that weren’t known before. 
These all facts could lead to give more conclusions that will 
bring more information to expert system. 

 

 

 

 

 

Figure 5.  Result of inference process using backward chaining algorithm 

The following data are taken from several conducted 
experiments 

TABLE I.  EXPERIMENT DATA 

Number of  

rule 

Number of  

fact 

Number of 

Iteration 

10 35 62 

20 70 134 

30 100 295 

50 180 673 
 

 

Figure 6.  Recursion effort 
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Figure 6 show the effort of recursion that is influenced by 
increasing the number of facts and rules. 

IV. CONCLUSION 

The developed inference engine using backward chaining 
method in ternary grid works properly. It can determine all 
applied rules that lead to the goal fact. In comparison to the 
previous work using iterative approach and forward chaining 
algorithm, the developed method works more dynamic and 
more efficient to compute. The inference process could also 
detect and lead to other rules that previously unknown and 
brought new solutions. Referring to some literatures concerned 
expert systems; the developed method is novel and will give 
contribution in developing inference method of expert 
systems. 
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