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ABSTRACT
Data classification is a fundamental task in data mining. Within this field, the
classification of multi-labeled data has been seriously considered in recent years.
In such problems, each data entity can simultaneously belong to several categories.
Multi-label classification is important because of many recent real-world
applications in which each entity has more than one label. To improve the
performance of multi-label classification, feature selection plays an important role.
It involves identifying and removing irrelevant and redundant features that
unnecessarily increase the dimensions of the search space for the classification
problems. However, classification may fail with an extreme decrease in the number
of relevant features. Thus, minimizing the number of features and maximizing the
classification accuracy are two desirable but conflicting objectives in multi-label
feature selection. In this article, we introduce a multi-objective optimization
algorithm customized for selecting the features of multi-label data. The proposed
algorithm is an enhanced variant of a decomposition-based multi-objective
optimization approach, in which the multi-label feature selection problem is
divided into single-objective subproblems that can be simultaneously solved using
an evolutionary algorithm. This approach leads to accelerating the optimization
process and finding more diverse feature subsets. The proposed method benefits
from a local search operator to find better solutions for each subproblem. We also
define a pool of genetic operators to generate new feature subsets based on old
generation. To evaluate the performance of the proposed algorithm, we compare it
with two other multi-objective feature selection approaches on eight real-world
benchmark datasets that are commonly used for multi-label classification.
The reported results of multi-objective method evaluation measures, such as
hypervolume indicator and set coverage, illustrate an improvement in the results
obtained by the proposed method. Moreover, the proposed method achieved
better results in terms of classification accuracy with fewer features compared with
state-of-the-art methods.
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INTRODUCTION
In traditional classification approaches, each sample in a dataset belongs to one class.
However, in recent years, to adapt to real-world problems, researchers have studied
multi-label learning (Zhang & Zhou, 2014). In such problems, each sample in a dataset can
simultaneously belong to several classes. Therefore, a set of labels is defined for each data
entity. Because this is supervised learning, the objective of the classification is to create
a model by using the training data to predict the unseen data labels. In real-world
applications, it is less common for each entity to have exactly one label; for this reason,
this is an important direction for research. In multi-label text classification, each text
sample can simultaneously belong to different classes (such as “politics” and “sports”)
(Ueda & Saito, 2003). Another example is digital image classification: an image sample
may contain a mountain, lake, and tree; hence, the image is included in each of the
classes (Boutell et al., 2004). In the functional classification of genes, every gene is also a
member of different functional classes (such as “metabolism” and “protein synthesis”)
(Li, Miao & Pedrycz, 2017).

The accuracy of a classification task strongly depends on the selected features that
provide the most relevant knowledge about the data to construct a reliable model. Feature
selection is a data mining preprocessing task that removes irrelevant and redundant
features. It reduces computational complexity in the learning process and improves the
classifier’s performance (Zhang, Gong & Rong, 2016). In multi-label datasets, each sample
is related to more than one label, and the corresponding labels are not necessarily
independent of each other; hence, feature selection in such a dataset is more complicated
than in single-label classification (Zhang et al., 2017). Several researchers have reported
that classification performance can be improved using a proper feature selection strategy in
multi-label data (Madjarov et al., 2012; Lee & Kim, 2015; Dembczynski et al., 2012).
The feature selection methods for both multi-label and single-label datasets can be divided
into three categories: wrapper, filter, and embedded methods (Pereira et al., 2016).
The wrapper methods select the features based on the resulting classification performance;
hence, the learning task is a part of the feature selection process. Additionally, wrapper
methods have been used for multi-label data feature selection (Dendamrongvit, Vateekul &
Kubat, 2011; Wandekokem, Varejão & Rauber, 2010). In filter methods, the best set of
features is selected using the statistical characteristics of data (e.g., the correlation among
features and classes). Many filter-based feature selection methods have been proposed
for multi-label data (SpolaôR et al., 2013a, 2013b; Reyes, Morell & Ventura, 2015; Lin et al.,
2016; Li, Miao & Pedrycz, 2017). The embedded methods select best subset of features
as a integrated part of the learning algorithm. One of the well-known embedded methods
is Decision Tree algorithm (Safavian & Landgrebe, 1991). This classifier constructs a tree
structure model which selects best feature at each node in term of a discriminancy
criterion. To obtain the best subset of features out of d features, we need to evaluate 2d

possible subsets. Consequently, selecting the best subset out of all possible subsets is
extremely time-consuming; therefore, it is not practical to employ a brute force approach.
In fact, feature selection is an NP-hard problem (Chandrashekar & Sahin, 2014;
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Blum & Langley, 1997). Therefore, the use of meta-heuristic search strategies, such as
evolutionary algorithms, can be beneficial in this regard (Ibrahim et al., 2019b, El Aziz &
Hassanien, 2018; Elaziz et al., 2017; Mousavirad & Ebrahimpour-Komleh, 2014).
Evolutionary algorithms have attracted significant attention because they are more robust
in avoiding local optima, compared with traditional optimization methods (Ibrahim et al.,
2019a; Elaziz et al., 2020). Various evolutionary algorithms have been used for multi-
label feature selection (Zhang, Pena & Robles, 2009; Lee & Kim, 2015; Reyes, Morell &
Ventura, 2014; Shao et al., 2013).

Some studies in feature selection have considered only classification accuracy for their
optimization algorithm, whereas several other objectives can be simultaneously optimized
using multi-objective optimization algorithms. Although feature selection can enhance
the accuracy of the classification task and decrease the computational complexity, an
extreme reduction of relevant features will degrade the accuracy. On the other hand,
increasing the number of appropriate features gives more relevant knowledge of data to
construct an accurate model. Accordingly, a massive number of features increases the
computational complexity of a classification task because of the complexity of its search
space. Therefore, the main goal of multi-objective feature selection has two conflicting
objectives, that is, to minimize the number of features while maintaining an acceptable
classification accuracy (Dembczynski et al., 2012; Xue, Zhang & Browne, 2013).

To the best of our knowledge, a few articles have used multi-objective optimization
methods for feature selection of multi-label data. Yin, Tao & Xu (2015) attempted to find
the best subset of features by using the nondominated sorting genetic algorithm II
(NSGA-II) (Deb et al., 2000). In another study, feature selection in multi-label datasets
used a differential evolution algorithm (Zhang, Gong & Rong, 2016). Zhang et al. (2017)
presented a particle swarm optimization (PSO)-based multi-objective optimization
algorithm and achieved a better accuracy compared with the previous methods. Lee, Seo &
Kim (2018) proposed an evolutionary multi-label feature selection that used dependencies
between the features and labels to select more relevant features. Their method selects
features that have a higher level of correlation with the labels and have not been selected
using genetic operators during the optimization process. In another study , the most salient
features were selected by mapping the features to a multi-dimensional space based on
the correlation between features and each label (Kashef & Nezamabadi-pour, 2019).
However, the authors have only used the Pareto-dominance concept inspired by
multi-objective optimization. In other words, they do not search the features’ space using a
multi-objective optimization algorithm.

Evolutionary-based multi-objective optimization algorithms can be divided into three
categories: dominance-based, decomposition-based, and indicator-based methods
(Trivedi et al., 2017). The dominance-based methods attempt to find the solutions that
optimize the objective functions by using a concept called dominance, which will be
defined in the next section. All the above-mentioned studies on multi-label feature
selection belong to this category of multi-objective optimization algorithms. The indicator-
based methods evaluate the fitness of each solution by assessing an indicator (such as
hypervolume) to improve the convergence and diversity criteria simultaneously.
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On the contrary, the decomposition-based methods decompose the whole search space
into smaller subproblems and solve all of them simultaneously. Therefore, the convergence
rate of the algorithm is significantly improved, which enhances the diversity of the
obtained solutions (Zhang & Li, 2007). An advantage of decomposition-based methods is
their potential for scalability to multi-objective optimization problems (Zhang & Li, 2007).

Research on feature selection for multi-label data has started recently; therefore, few
studies have been conducted in this area, especially for multi-objective problems. The most
important aim of this paper is to address this problem for multi-objective optimization.

In this article, we propose a decomposition-based method for multi-label feature
selection. The objective functions used in this paper include Hamming loss and the
number of features. The main contributions of the paper can be summarized as follows:
(1) we address the problem of multi-objective feature selection by solving several single-
label subproblems, that is, for the first time, decomposition-based evolutionary multi-
objective optimization has been used for multi-label classification; (2) we apply a local
search strategy to increase the exploitation power of the proposed method; (3) we propose
a hybrid crossover scheme that switches among crossover operators with a predefined
probability. Because some of the benchmark datasets have more than 1,000 features, we
used decomposition-based algorithms, which are beneficial for large-scale problems.

To validate the results, we compared the proposed method of multi-label feature
selection with state-of-the-art methods. Furthermore, to validate the performance of the
proposed algorithm, we conducted an extensive set of experiments on real-world multi-
label datasets. The results show a significant improvement compared with the other
methods in terms of multi-objective evaluation measures, such as hypervolume indicator
and set-coverage criterion.

This article is organized as follows. “Background Review” describes related work on
multi-label classification, multi-objective optimization, and the existing methods for multi-
objective multi-label feature selection. The proposed algorithm is explained in “Proposed
Method”. The experiments are presented in “Experimental Design”. “Results and
Discussion” describes and discusses the results. Finally, “Concluding Remarks” concludes
the article.

Background review
In the following subsections, we briefly review related concepts. We start with a brief
explanation of multi-label classification to clarify the importance of this research problem.
Next, we explain multi-objective optimization and the corresponding challenges. Finally,
we examine existing multi-label feature selection methods that have been proposed for
multi-objective optimization algorithms.

Multi-label classification
If a dataset X contains d-dimensional samples and Y represents the set of the q possible
labels in a multi-label problem, the objective of multi-label classification is to create a
model in the form of h : X ! 2Y from m training examples, D = (Xi, Yi|1 ≤ i ≤ m). For
each multi-label sample (Xi, Yi), Xi includes a d-dimensional feature vector and Yi includes
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a set of labels associated with Xi. For unseen data Xi, the multi-label classifier predicts h(X)
as the set of labels. Multi-label learning algorithms can be divided into two main categories:
problem transformation and algorithm adaptation methods (Zhang & Zhou, 2014).
In the problem transformation methods, the multi-label classification problem is
converted into a single-label problem to classify data using existing single-label classifiers.
The basic idea of the algorithm adaptation methods is to adapt single-label classifiers to
deal with multi-label data. Multi-label K-nearest neighbor (ML-KNN) (Zhang & Zhou,
2007) is one of the most well-known adaptive methods, and it was used in this study to
evaluate feature subsets. In the single-label version of this algorithm, to predict the class
label of the sample, the algorithm calculates the distance between the query sample and
the other samples in dataset. K neighbors (smallest distances) of the sample should be
picked. The algorithm gets the labels of the selected K entries. Then it returns the mode of
the K labels as the class of query sample. Despite its simplicity, this classifier is commonly
used on various applications. In its multi-label version ML-KNN, as in the single-label
version, the sample would be labeled by classes in which the distribution of neighbors is
higher. In this direction, decision making is performed for every class as follows:

Y ¼ fyijPðHjjCjÞ=Pð�HjjCjÞ. 1; 1 � j � qg (1)

Sample x belongs to class j if the posterior probability P(Hj|Cj) that x belongs to class j,
providing that x has exactly Cj neighbors with label yj, is bigger than P(∼Hj|Cj). To obtain
the value of posterior probability, Bayes’ theorem mentioned in Eq. (2) has been
applied. The ratio of two mentioned posterior probabilities determines belonging of the
sample to class j. According to this equation, the posterior probability is dependent on the
values of prior probabilities (P(Hj) and P(∼Hj)) and likelihood functions (P(Cj|Hj) and
P(Cj|∼Hj)).

PðHjjCjÞ
Pð�HjjCjÞ ¼

PðHjÞ � PðCjjHjÞ
Pð�HjÞ � PðCjj�HjÞ (2)

To calculate the P(Hj), we obtain the ratio of the samples that have label yj to the total
samples. The value of P(Cj|Hj)) is also calculated using Eq. (3), where kj(r) is the number of
samples in the training set that have label yj and have exactly r neighbors with label yj.
Based on this definition, kj(Cj) is the number of samples that belong to class j and have r
neighbors in this class.

PðCjjHjÞ ¼ kjðCjÞXk

r¼0
kjðrÞ

ð1 � j � q; 0 � Cj � kÞ (3)

Because of the simplicity and popularity of ML-KNN, we used this classifier to evaluate
the quality of selected features in our proposed method. Moreover, we use the same
classifier to compare several algorithms.

Multi-objective optimization
Most real-world optimization problems involve multiple conflicting objectives (Konak,
Coit & Smith, 2006). Hence, multi-objective optimization problems have various practical
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applications. The use of evolutionary algorithms has been motivating for solving such
problems. Because of the population-based nature of these algorithms, we obtain a set of
solutions on every run. In a multi-objective optimization problem, the definition of
optimality is not as simple as in single-objective optimization. When the optimal solution
of an objective function conflicts with an optimal solution of another objective function,
the problem becomes challenging. Therefore, to solve such problems, it is necessary to
find a trade-off between objective functions. The obtained solutions of multi-objective
algorithms are called nondominated solutions or Pareto-optimal solutions. Theoretically,
if a multi-objective optimization problem is a minimization problem, it is formulated as
follows (Mirjalili et al., 2016).

Min FðxÞ ¼ ½f1ðxÞ; f2ðxÞ; . . . ; fMðxÞ�
s:t: Li � xi � Ui; i ¼ 1; 2; . . . ; d

(4)

Subject to the following equality and inequality constraints:

giðxÞ � 0 j ¼ 1; 2;…; J
hkðxÞ ¼ 0 k ¼ 1; 2;…;K

(5)

whereM is the number of objectives, and d is the number of decision variables (dimension)
of solution x, so that xi should be in interval [Li,Ui] (i.e., box-constraint). Finally, fi is the
objective function that should be minimized. To compare two candidate solutions in
multi-objective problems, we can use the concept of Pareto dominance. Mathematically,
the Pareto dominance is defined as follows. If x = (x1, x2,…, xd) and �x ¼ ð�x1; �x2; . . . ; �xdÞ are
two vectors in the search space, x dominates �xðx � �xÞ if and only if

8i 2 f1; 2; . . . ;Mg; fiðxÞ � fið�xÞ^
9j 2 f1; 2; . . . ;Mg : fjðxÞ, fjð�xÞ (6)

This means that solution x dominates solution �x (is better) if and only if the objective
values of x are better than or equal to all objective values of �x (is not worse than �x in any of
the values of the objective functions) and it has a better value than x in at least one of
the objective functions. If the solution x is better than �x in all objectives, we call strong
dominance but in the case that they have at least one equal objective, the weak dominance
happens. All nondominated solutions construct a Pareto front.

Crowding distance (Deb et al., 2000) is another measure to compute the distribution of
candidate solutions in the objective space. It is calculated using the sum of distances
between each solution and its neighbors. It is computed using Eq. (7).

CDi ¼
XM
j¼1

jfjðiþ 1Þ � fjði� 1Þj; (7)

where fj(i + 1) and fj(i − 1) indicate the jth objective value of the previous and next
neighbors of solution i. Larger distance indicates a non-crowded space. Hence, a selection
of solutions from this region creates a better distribution. In fact, it represents the
distribution of the members surrounding each solution. Decomposition-based methods
are a category of multi-objective optimization algorithms that decompose the
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approximation of PF into a number of single-objective optimization subproblems. All
subproblems can be solved by using other classical optimization or evolutionary methods
simultaneously. A strategy is required to convert a multi-objective optimization problem
to single-objective one. During optimization, the trade-off relation between objectives
can be applied by considering information mainly from subproblem neighboring.
The neighborhood concept is defined by producing a set of weight vectors in objective
space. If the subproblems are solved by evolutionary algorithms, neighbors communicate
with each other to reproduce the new candidate solutions and update the existing
individuals in the population. The steps of a decomposition-based method has been
explained in “Proposed Method” section.

Tchebycheff method
As stated before, multi-objective optimization problems can be solved by different
methods. Traditional multi-objective optimization methods seek a way to convert the
multi-objective problem into a single-objective problem. One of these methods is the
Tchebycheff method (Jaszkiewicz, 2002), which was used in this study to solve multi-
objective subproblems. The Tchebycheff method looks for the optimal solutions that have
the minimum distance from a reference point. The single-objective optimization problem
is defined as Eq. (8).

Minimize gteðxj�o; z�Þ ¼ maxf�ijfiðxÞ � z�i jg
subject to x 2 S;

(8)

where z� = (z1�,…,zm�)T is a reference point used to evaluate the quality of the obtained
solutions, m is the number of objective functions, and S is the search space. According to
this equation, the distances between the objective function values of each solution x
and reference point z� are calculated. The single-objective optimization problem is
regarded as minimizing the maximum of these distances. A uniform weight vector
λ = (λ1, λ1,…, λm) is defined for each solution such that

Pm
i �i ¼ 1. Therefore, weight λi is

assigned to the objective function fi. To obtain each optimal solution of the minimization
problem defined in Eq. (8), we need to find an appropriate weight vector. The obtained
optimal solution would be one of the Pareto optimal solutions. As a result, the traditional
methods are time-consuming because of continuous changes in the weights required
to obtain the best solutions. Therefore, we consider a set of distributed weight vectors in
the decomposition-based evolutionary methods for all the subproblems. Reference point
selection is another issue that should be considered in the Tchebycheff method. For a
minimization problem, the minimum value obtained for each objective function can be a
reference point.

z�i ¼ minfiðxÞjx 2 S (9)

Therefore, the value of the reference point is also updated after each iteration. Figure 1
shows the Tchebycheff method for obtaining an optimal solution on the Pareto front. As
an example, we show that the reference point has been placed at the center of the
coordinates, where the values of both objective functions are minimal. We show a sample
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weight vector (λ1, λ2), and the solutions from each iteration are shown in blue. The
solutions converge toward the reference point in the direction of the weight vector until the
optimal point on the Pareto front (in red) is obtained. At each iteration, the previous
solution is replaced with a new solution if the new one outperforms the previous one.

Multi-label feature selection using multi-objective evolutionary
algorithms
A review of the literature shows little research in the area of multi-label feature selection
using multi-objective evolutionary algorithms. Next, we briefly explain the state-of-the-art
methods.

Multi-label feature selection algorithm based on NSGA-II
Yin, Tao & Xu (2015) have selected the optimal features for multi-label data classification
using the NSGA-II algorithm. The Hamming loss and the average precision criteria
have been considered as the objective functions. This paper has yielded the Pareto front
using the NSGA-II algorithm. NSGA-II uses fast non-dominated sorting to rank feature
subsets. The fast non-dominated sorting technique categorizes the population members
in different ranks. For each solution p, the number of members for which solution p
dominates and the number of members that dominate solution p are specified.

All solutions that have never been dominated (members with a domination count of
zero) are added to a set named F1. Here, F1 is the first Pareto front that contains the best-
qualified members of the current population. In the next step, the members included in F1
are removed from the population, and the remaining members that have never been
dominated construct the second rank F2. This procedure continues in the same way until
all population members are ranked.

At the end of the algorithm, the members of the first front F1 are presented as the
optimal Pareto front. The proposed method was tested on multi-label standard data

Optimal Point

( 1 , 2)

Z*

2( )

1( )

Figure 1 Illustration of Tchebycheff method. Full-size DOI: 10.7717/peerj-cs.261/fig-1
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classified using the ML-KNN classifier. The authors compared the proposed method with
several filter-based feature selection methods.

PSO-based multi-objective multi-label feature selection

PSO is a well-known population-based evolutionary algorithm. Zhang et al. (2017)
presented a multi-objective PSO-based method for feature selection of multi-label data.
They considered the number of features and accuracy of classification as conflicting
objectives. In the PSO algorithm, population consists of particles that have two properties:
position and velocity. The position and the velocity of the i-th particle are presented as
Pi(t) = (pi,1, pi,2,…, pi,D) and Vi(t) = (vi,1, vi,2,…, vi,D), respectively. The position of the
particle is updated based on the previous position and velocity. Moreover, the particle
velocity is updated according to Eq. (10) based on two parameters: (1) the best individual
position of the particle up to now Lbi(t) = (lbi,1, lbi,2,…, lbi,D) and (2) the best global
position among all particles Gb(t) = (gb1, gb2,…, gbD).

vi;jðt þ 1Þ ¼w	 vi;jðtÞ þ r1 	 c1 	 ðlbi;jðtÞ � pi;jðtÞÞ þ r2 	 c2 	 ðgbjðtÞ � pi;jðtÞÞ (10)

pi;jðt þ 1Þ ¼ pi;jðtÞ þ vi;jðt þ 1Þ (11)

where t is the number of iterations; r1 and r2 are two random vectors uniformly distributed
in the range (0, 1); c1 and c2 are two parameters that represent the particle’s confidence
in itself and in the swarm, respectively, and w determines the effect of previous velocity,
called inertia weight. Generating an initial population is the first step of PSO-based
multi-label feature selection. Then, an archive of nondominated solutions is provided.
Velocities and positions of all particles are updated in each iteration. We also need to
update the particle’s best individual position and the best global position. The particle’s
best individual position is calculated using the domination concept. In addition, the best
global position is selected among the particles’ historical positions by using the crowding
distance criterion. An adaptive mutation operator has been used to produce offspring;
the number of the mutated elements in a particle is determined using a non-linear
function. For this purpose, K variables of some particles are randomly selected to be
reinitiated. The proposed method has been evaluated on standard benchmark problems
using the ML-KNN classifier. The results show significant improvements compared to the
previous state-of-the-art methods.

PROPOSED METHOD
Decomposition methods (such as the Tchebycheff method) are traditional methods of
multi-objective optimization. They transform the problem of approximation of the Pareto
front into a number of scalar optimization problems. As mentioned before, because of the
continuous modifications of the objective functions’ weights for obtaining a Pareto
solution, these methods may be time-consuming. Some of them are unable to discover all
Pareto points in convex problems effectively (Zhang & Li, 2007). An evolutionary
algorithm can be used to overcome this problem. Recently, a method based on
decomposition and evolutionary algorithms (MOEA/D) was proposed for solving a multi-
objective problem (Zhang & Li, 2007). MOEA/D uses evolutionary algorithms for
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decomposition of the problem space into scalar subproblems and simultaneously solves
them. Hence, it increases the speed of finding Pareto-optimal solutions and improves the
diversity of the obtained solutions (Zhang, Gong & Rong, 2016). The scalar subproblems
are simultaneously solved by receiving information from neighboring subproblems;
therefore, the algorithm has less computational complexity compared to the domination-
based algorithms. MOEA/D has several advantages over Pareto dominance-based
algorithms, such as computational efficiency, scalability to optimization problems with
many objectives , and high search ability for combinatorial optimization problems
(Jiang et al., 2011).

In this article, we propose a decomposition-based multi-objective feature selection for
multi-label data classification. This is the first time that a decomposition-based approach
has been customized to tackle multi-label classification. Figure 2 shows the overall
flowchart of the proposed method. According to the overall structure, the search process
needs an encoding strategy to define the search space which is explained in the next
subsection. Algorithm, as an iterative process, starts with initialization step. At each

Reproduc�on using 
proposed gene�c 

operators

Encoding

Replacement 
neighbors  based on 

Tchebychef 
algorithm

Stop

Ini�aliza�on
(Popula�on, Weight 
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features, Hamming lose)
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No
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Fitness value(s)

Number of features

H
am

m
in

g 
lo
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Trade-off solu�ons
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Figure 2 Flowchart of overall structure of the proposed method.
Full-size DOI: 10.7717/peerj-cs.261/fig-2
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iteration, based on the proposed operators, new feature subsets are created and evaluated
using objective functions. Using Tchebychef method, the neighbors of generated
solutions and reference points will be updated. After applying a local search, a set of
non-dominated solutions are obtained as trade-off feature subsets. Algorithm 1 also
represents the Pseudo-code of the proposed method which in the following subsections, we
describe the details of its main components.

Representation of individuals
Each member of the population indicates a candidate solution in the search space. In this
paper, the representation of individuals for feature selection is a string with a length
equal to the number of features. A cell of the vector is randomly filled with a real value
between 0 and 1. This representation is used in problems that need a continuous
representation of the solutions (Xue, Zhang & Browne, 2013). The use of real values is due
to the use of continuous genetic operators. A cell with a value greater than 0.5 indicates the
selection of the feature, and a value less than 0.5 indicates that a feature is not selected.
If the length of the feature vector is D, the i-th population member is defined as ci(t) = (ci,1,
ci,2,…, ci,d). The feature subsets use the following notation: when a feature is selected, the
corresponding cell value changes to 1; otherwise, it becomes zero. Hence, the string is
converted to a binary vector, where 0 indicates the rejection of the feature, and 1 indicates
the selection of the feature. Therefore, the number of selected features is equivalent to the
count of “1” in the vector. An instance of a feature vector is shown in Fig. 3.

Objective functions
To acquire the best solutions in feature selection, we consider two objective functions: the
number of selected features and the Hamming loss. As mentioned before, the goal of
feature selection is to remove irrelevant and redundant features and, therefore, to reduce
the complexity of the search space in the classification task or any other feature-based
process. The ratio of the features selected for each solution to all the features (a value
between 0 and 1) is our first objective function. The second objective function evaluates the
learning accuracy of multi-label data. The Hamming loss is one of the most well-known
measures for computing the classification error for multi-label data; it has been used
in several papers on multi-label wrapper feature selection (Zhang et al., 2017; Yin, Tao &
Xu, 2015; Jungjit & Freitas, 2015). The Hamming loss evaluates the fraction of misclassified
instance-label pairs, that is, a relevant label is missed, or an irrelevant one is predicted
(Zhang & Zhou, 2014). The Hamming loss is defined as follows:

hlossðhÞ ¼ 1
p

Xn
i¼1

1
q
jhðxiÞDYij; (12)

where q is the number of labels, and p is the total number of multi-label samples. If xi
shows the i-th sample, h(xi) represents the labels predicted by model h. Moreover, Yi are
the actual labels of the i-th sample. Δ is the difference between the vectors of the predicted
and actual labels. The Hamming loss error is our second objective function for feature
selection. Hence, multi-objective optimization can be applied to minimize this objective as
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Algorithm 1. Pseudo-code for the proposed method.

input : NP: the number of subproblems, T: the number of neighbors in the decomposition-based optimization
algorithm, K: the number of neighbors in the multi-label KNN classifier, R: the number of iterations

output : final feature selection subsets

// Initialization

1 Divide multi-label data into two training and test sets;

2 Produce the weight vectors by uniformly distributed aggregation values;

3 Generate the initial population uniform randomly;

4 Evaluate the objective functions for each candidate solution according to (Eq. 12) using training set;

5 Compute the T neighbors for each weight vector using Euclidean distance;

6 Initialize the reference point according to (Eq. 9);

7 Determine the non-dominated solutions in the initial population as an archive (AC);

8 it=0;

// Main algorithm

9 while it < R do

10 for i)1 to NP do // For each individual, xi, in the population

// Regeneration

11 Randomly select two candidate solutions from among the neighbors of x1;

12 Produce two new candidate solutions, y1, y2 using the proposed genetic operators;

// Comparison and replacement (Eq. 8)

13 for j)1 to T do // For each neighbor

14 if gte(y1|W
j,Z) ≤ gte(x1|W

j ,Z) then

15 xj = y1

16 end

// Update the reference point (Eq. 9)

17 if f1(y1) < z1 then

18 z1 = f1(y1)

19 end

20 if f2(y1) < z2 then

21 z2 = f2(y1)

22 end

23 if gte(y2|W
j ,Z) ≤ gte(x1|W

j ,Z) then

24 xj = y2

25 end

// Update the reference point (Eq. 9)

26 if f1(y2) < z1 then

27 z1 = f1(y2)

28 end

29 if f2(y2) < z2 then
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well. According to the definitions of the two objective functions, the proposed method
attempts to find feature sets with a minimum number of features and a minimum
classification error.

The proposed genetic operators
In this paper, we introduce a pool of crossover operators to obtain the benefits of various
operators to produce better solutions. Three genetic operators—single point, double point,
and uniform crossover—are used to produce a new generation of candidate solutions.
In each iteration, one of these crossover operators is selected. A random number P between
0 and 1 is generated as the selection probability of one of the operators. The ranges of
the selection are specified using P1 and P2, which can be determined in the experiments.
If the generated number is less than P1, the single-point crossover is applied to the
parent solutions. In the single-point crossover, a random point is selected, and the tails of
its two parents are swapped to generate new offspring. The double-point crossover is
selected if P is between P1 and P2. The double-point crossover is a generalization of the
single-point crossover wherein alternating segments are swapped to generate new

Algorithm 1. (continued).

30 z2 = f2(y2)

31 end

32 end

33 end

// Local Search and obtaining final Pareto

34 Separate non-dominated solutions from the updated population (NS);

35 Separate non-dominated solutions from AC and NS (EP);

36 Select a solution with the maximum crowding distance (Xcr) and two random solutions Xn1, Xn2

from EP;

37 Produce a new solution by using (Eq. 13);

38 Select the non-dominated solutions as the final Pareto set from EP and �X;

39 Update the archive;

40 it = it +1;

41 end

42 Obtain the hamming loss for test data with the selected features of solutions in the final Pareto front.

Number of features

0.8….0.350.61….0.440.30.7

1….01….001

Figure 3 An instance of a feature selection representation.
Full-size DOI: 10.7717/peerj-cs.261/fig-3
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offspring. A probability greater than P2 causes the selection of the uniform crossover to
produce offspring. It performs the swapping of the parents by choosing a uniform random
real number (between 0 and 1). The random real number decides whether the first
child selects the ith gene from the first or the second parent. For each variable, a uniform
random number is generated. Based on the value of this number, the child’s variable is
selected from one of the parents. If the random number is more than 0.5, the first parent’s
variable would be selected, and vice versa. Figure 4 shows the process of selecting crossover
operators.

A uniform mutation is applied for a newly produced individual to guarantee the
diversity property. A random number of features is selected from the generated subset.
Then, the values of the variables related to the corresponding features will be replaced with
a new random uniform number between 0 and 1.

Local search
The domination concept is used to separate the best candidate solutions at the end of each
iteration. All dominated solutions are omitted from the population. To improve the
obtained Pareto front in the decomposition-based algorithm, a local search (Zhang et al.,
2017) is applied to produce a candidate solution in the search space with a large crowding
distance. We estimate the density of solutions surrounding each solution; hence,
producing a new solution in the area with less density is desirable. For this purpose, at the
end of each iteration, the final Pareto front is saved in the archive (AC). A solution with the
maximum crowding distance (Xcr) is selected among non-dominated solutions of the
new Pareto front obtained from the current generation and the solutions in the archive
(from the previous generations). A new solution is produced by using Xcr and two random
solutions, Xn1, Xn2, based on the following equation:

�Xi ¼ Xcr þ F � ðXn1 � Xn2Þ (13)

0.27 0.87 0.54 0.11 0.91 0.20 0.49

0.42 0.15 0.73 0.91 0.63 0.12 0.82

0.27 0.87 0.54 0.11 0.91 0.20 0.49

0.42 0.15 0.73 0.91 0.63 0.12 0.82

0.42 0.15 0.73 0.91 0.63 0.12 0.82

0.27 0.87 0.54 0.11 0.91 0.20 0.49

0.42 0.15 0.73 0.91 0.63 0.12 0.82

0.27 0.87 0.54 0.11 0.91 0.20 0.49
0.42 0.15 0.73 0.91 0.63 0.12 0.82

0.27 0.87 0.54 0.11 0.91 0.20 0.49

Produce a real random number (p)

p
P≤P1 P>P2

P1<P≤P2

0.42 0.15 0.73 0.91 0.63 0.12 0.82

0.27 0.87 0.54 0.11 0.91 0.20 0.49

Figure 4 The process of selecting crossover operators. Full-size DOI: 10.7717/peerj-cs.261/fig-4
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Parameter F is a scale factor that amplifies the difference between the two vectors. The final
Pareto front will include nondominated solutions among the newly produced solutions
in the local search and AC; this local search is inspired by the differential evolution (DE)
algorithm (Price, Storn & Lampinen, 2006).

Overall structure of the proposed method
In the proposed method, the multi-objective problem is divided into scalar subproblems,
and the best solution is simultaneously searched in each subproblem using an evolutionary
algorithm. An appropriate Pareto front will be achieved by solving each subproblem.
Figure 5 illustrates the general idea of a minimization problem with two objectives and
11 subproblems. As seen, a composition function g converts two objectives (f1 and f2) into
one scalar objective. In addition, there exists a vector (with its dimensions equal to the
number of objectives) that weights each objective in the composite function. According to
the figure, the search space is divided into 11 sections using uniformly distributed
aggregation weight vectors. Each section has a different weight vector, and each weight
vector determines a search direction. The weight vectors are generated using Das and
Dennis’ method (Das & Dennis, 1998). In this approach for constructing the weight
vectors, we apply the uniform distribution scheme. Let N be the number of subproblems,
and λ1, λ2,…, λN be the weight vectors, where each weight has a value from {0, 1/N,
2/N,…,1}. The sum of the individual weights of every subproblem should be equal to
one. In the proposed method, �1

1 is the weight of the first objective (number of
features) and �1

2 is the weight of the second objective (the Hamming loss) in the first
subproblem.

Figure 5 Distribution of weight vectors in a minimization problem.
Full-size DOI: 10.7717/peerj-cs.261/fig-5
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Each subproblem includes the following parts:
• An individual Xi

• The objective functions (i.e., the number of features and hamming loss, are
considered)

• A weight vector λi

• The neighborhood of subproblem i
• Composite objective function gte based on Eq. (8).
The number of subproblems is usually considered equal to the population size. In each

generation, we form a population of the best solutions found for each subproblem.
The neighborhood relations among subproblems are defined based on the distance
between the weight vectors. During the search, we produce new solutions for each
subproblem by the cooperation of neighborhood members and by using the proposed
genetic operators (selection, crossover, and mutation). The new solutions compete with the
neighbors of the old solutions; specifically, we compare weighted combinations of two
objective functions for different solutions. The function weights indicate the moving
direction of the population for finding an optimal solution. Subsequently, the steps of the
proposed algorithm are explained in detail.

Step 1. Initialization: In this step, subproblems should be initialized. The proposed
method starts by generating an initial population and weight vectors. The structure of each
solution in the population is described in “Representation of Individuals”. There is a
weight vector corresponding to every subproblem that is used to convert the multi-
objective problem into a single-objective problem by using the Tchebycheff method. As a
result, the number of subproblems, the number of candidate solutions in the population,
and the number of weight vectors are the same. The length of the weight vector would
be equal to the number of objective functions. Different uniformly distributed aggregation
weight vectors distribute the candidate solutions in the whole search space; hence, a Pareto
front with appropriate diversity is achieved. In the subproblems where larger weight
values are assigned to the first objective function, the number of features becomes more
important than classification performance. Therefore, the composite function forces the
subproblem to find solutions with fewer features. In addition, we use the neighborhood
concept to produce new solutions and improve the available solutions in the
decomposition-based methods. Therefore, for each subproblem, the closest weight vectors
are calculated based on the Euclidean distance from their neighbors. The values of the
objective functions for all solutions in the initial population need to be calculated.
Therefore, the ML-KNN classifier is applied to the training data with the feature subset of
each candidate solution. Furthermore, at the beginning of the algorithm, the reference
point should be initialized to evaluate the candidate solutions using the Tchebycheff
method. In the proposed method, the minimum values of the objective functions among
all the obtained candidate solutions are regarded as the reference point. Point z = (z1, z2) is
considered as the reference point, where z1 is the minimum number of the selected features
among the obtained solutions, and z2 is the minimum value of the classification error. This
step is shown in lines 1–8 of Algorithm 1.
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Step 2. Regeneration: Producing new candidate solutions (offspring) is one of the
main steps of evolutionary algorithms. In the proposed method, the genetic operators
(explained in the previous section) were used to produce new offspring. At every iteration,
for each available subproblem, a new candidate solution should be produced. Specifically,
for each subproblem, two candidate solutions are randomly selected among the
subproblem’s neighbors (the closest weight vectors). Then, the proposed genetic crossover
operator (explained in “The Proposed Genetic Operators”) is applied to them.
Furthermore, a uniform mutation is used. The current candidate solution and all the
neighbors are replaced with the newly obtained candidate solution if the new candidate
solution performs better. This step is shown in lines 11–12 of Algorithm 1.

Step 3. Comparison and replacement: Because of the conflicting objectives in multi-
objective optimization problems, the comparison of the candidate solutions is always
challenging. To compare the new candidate solution with the available ones, we use a
decomposition-based method. Specifically, the decomposition method tries to combine the
objective functions and achieve a scalar function for making the comparison possible.
Here, different combination methods can be used. The proposed method uses the
Tchebycheff method to combine the objective functions. As mentioned in “Tchebycheff
Method”, this method considers the distances between the objective values and the
reference point. The distances of the first objective value (number of features) have larger
values than the Hamming loss, and this affects the performance of the Tchebycheff
method. Therefore, it is better to normalize the obtained values of the objective functions.

The Tchebycheff value for the new candidate solution is calculated using the weight
vector of the current solution. Then, the new solution is compared with the current
solution and any of its neighbors. The new solution replaces them if it is better than
the previous solutions. Finally, we expect to achieve a population with an improved
generation. The population contains the best solution for each subproblem found so far.
Whenever a new solution is produced, the reference point also needs to be updated. These
steps are shown in lines 13–31 of Algorithm 1.

Step 4. Local search and obtaining the Pareto front: To increase the efficiency of the
proposed algorithm, we use a local search with the concept of crowding distance. The
details of the local search are given in “Local Search”. The final set of nondominated
solutions will be obtained from the archive. These steps are shown in lines 34–39 of
Algorithm 1.

As it is mentioned before, a set of non-dominated solutions are obtained at the last
part of the search process. These solutions are trade-off feature subsets with a variety of
number of features and classification performance. A user has different options and
accordingly can make a decision based on corresponding application. For example, if the
user prefers less computational complexity, he/she can select one of the small subsets with
a small value of sacrificing the classification accuracy. Multi-criteria decision making
(MCDM) (Velasquez & Hester, 2013) is a process to rank and select from a set of candidate
solutions with conflicting and non-commensurable criteria As an example, VIKOR
(Bidgoli et al., 2019) is one of such methods which ranks the multi-criteria solutions based
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on the particular measure of closeness to the ideal point (a constructed point using
minimum value of each objective).

EXPERIMENTAL DESIGN
Datasets
For many applications, standard multi-label datasets are available. For each application,
several datasets were selected to evaluate the proposed method. We consider the eight real-
world multi-label datasets presented in Table 1. These are complex datasets with many
labels and features. The feature numbers ranged between 19 and 1,449. Thus, feature
selection in such datasets is considered as a large-scale optimization problem. Moreover,
the number of labels is between 6 and 23. Two datasets were selected from the field of
biology. The first one is the Yeast dataset (Elisseeff & Weston, 2002). In this dataset,
genes can be placed in different activity groups. Genbase is another dataset in the field of
biology, which is related to the protein families (Diplaris et al., 2005). There are 27 different
groups of protein structures defined in this dataset. Every protein fiber can belong to
one or several structures. In image classification, two datasets are used, Scene (Boutell et al.,
2004) and Flags (Dheeru & Karra Taniskidou, 2017). The Scene dataset is related to the
categories of desert, beach, mountain, etc. For example, a scene image can have the
labels of “mountain” and “sea” at the same time. The Flags dataset contains information on
flag images of different countries. In addition, we use multi-label text classification datasets
to evaluate the efficiency of the proposed algorithm. The Medical dataset (Pestian et al.,
2007) includes the classification of radiological reports in 45 different categories.
The Enron (Klimt & Yang, 2004) dataset is another text classification dataset that includes
the categories of the collected emails. In audio classification, the Emotions dataset includes
the categories of feelings in music (Trohidis et al., 2008). The features of music have
been extracted and categorized into 6 categories of feelings (surprised, amazed, happy,
pleased, calm, relaxing). Each piece of music can include more than one feeling. The Birds
dataset (Briggs et al., 2013) is related to the classification of birds using their recorded
sounds. This dataset categorizes 19 species of birds.

Table 1 Multi-label datasets used in the experiments.

Datasets Domain #Training instances #Test instances #Labels #Features

Emotions Music 391 202 6 72

Scene Image 1,211 1,196 6 294

Flags Image 129 65 7 19

Yeast Biology 1,500 917 14 103

Birds Audio 322 323 19 260

Genbase Biology 463 199 27 1,186

Medical Text 645 333 45 1,449

Enron Text 1,123 579 53 1,001
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Experimental setup
The multi-label dataset should be divided into training and test sets to evaluate the
proposed method. During the optimization process, the performance of the selected
features is evaluated by computing the accuracy of classification on training data. The test
set is used to evaluate the obtained features and to report the final results at the end of
the algorithm. The number of the training and test samples for each dataset is provided in
Table 1. The splitting of data into test and train subsets is based on the Mulan library
(Tsoumakas et al., 2011), which provided these datasets. The classifier algorithm used
in multi-label learning is the ML-KNN classifier. To simplify the evaluation process,
Euclidean distance with k = 10 was used in this study (Zhang & Zhou, 2007). Some
parameters need to be adjusted before the implementation of the proposed algorithm.
The population size and the number of the function evaluations used were 100 and 50,000,
respectively, for all methods. The algorithms were run 40 times independently for each
dataset. In the proposed method, the number of neighbors, T, was set to 10. The mutation
rate in the genetic operators was 0.05. To increase the diversity of solutions, a random
number between 0.1 and 0.9 was used as the value of parameter F in the local search based
on Zhang et al. (2017). Finally, the values of parameters P1 and P2 for selecting the
crossover operator were set to 0.1 and 0.2, respectively.

RESULTS AND DISCUSSION
Each dataset introduced in the previous section was given to the algorithm as the input
data for evaluating the proposed method. Then, a set of nondominated solutions was
reported at the end of the algorithm. For each dataset, the algorithms were run for 40
independent runs, and we obtained 40 Pareto fronts. The nondominated solutions in the
union set of all Pareto fronts were determined as the best Pareto front. Therefore, all
comparisons were carried out between the best Pareto fronts of the methods. The proposed
method has been compared with the PSO-based algorithm (Zhang et al., 2017) and the
NSGA-II-based (Yin, Tao & Xu, 2015) multi-label feature selection algorithm, which are
explained in “Multi-label Feature Selection Using Multi-objective Evolutionary
Algorithms” and the main version pf MOEA/D algorithm.

Assessment metrics
A comparison of the multi-objective optimization methods in various applications is
always challenging. Therefore, we should find assessment metrics that facilitate the
comparison. In this study, we used an extensive set of measures to evaluate the efficiency of
the proposed algorithm.

Some assessment measures focus on one of the objective functions. The minimum
number of the obtained features and the minimum classification error on the training and
test sets are single-objective criteria for feature selection. Because there may be some
subsets with only a few features but a large classification error, we consider the subsets with
a lower classification error instead of those using all features.

From the multi-objective point of view, there are many evaluation measures that
compare the obtained Pareto fronts of competitors (Akkan & Gülcü, 2018).
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The hypervolume indicator (Auger et al., 2009) is one of the well-known criteria for
evaluating multi-objective optimization methods. This indicator evaluates multi-objective
optimization algorithms according to both diversity and convergence to the optimal
Pareto front. This indicator determines the volume of the n-dimensional space that is
surrounded by a set of points. The number of dimensions would be equal to the number of
objectives. Therefore, the volume of the two-dimensional space that is surrounded by the
Pareto solutions is calculated for the feature selection problem. The larger this space,
the wider the points (surrounding a larger space) and the closer the Pareto front to the
optimal Pareto. A reference point is needed to acquire the intended volume. The selection
of a reference point is one of the challenges for the calculation of the hypervolume
indicator. For example, a point with the worst obtained values among the objective
functions is an option for this purpose. As shown in Fig. 6, the volume of the gray regions
between the solutions on the Pareto front and the reference point would be considered as
the hypervolume indicator. The measure is defined in Eq. (14) (Auger et al., 2009):

HVðAÞ ¼vol
[
a2A

½f1ðaÞ; r1� 	 ½f2ðaÞ; r2� 	 . . .	 ½fMðaÞ; rM�
 !

; (14)

where a ∈ A is a point at which all candidate solutions are weakly dominated by it.
The coverage of two sets is another metric for comparing the Pareto front obtained by

multi-objective methods (Zitzler & Thiele, 1998). This criterion uses the domination
concept. Coverage (A, B) for two algorithms A and B is the total number of obtained

Reference Point

f1

f2

Figure 6 Hypervolume indicator. Full-size DOI: 10.7717/peerj-cs.261/fig-6
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solutions on the final Pareto front of algorithm A that dominates the solutions of the
Pareto front of algorithm B. In this way, coverage (B, A) indicates the number of
obtained solutions of B that dominate the Pareto points of A. To evaluate the statistical
significance of the obtained results, we conducted the Friedman test (Calzada-Ledesma
et al., 2018) with a confidence interval of 95%. The ranks computed by means of the
non-parametric test are reported for the obtained results. In each table, the last row
indicates the statistical test results. w/t/l represents the number of wins, ties, and losses of
the proposed method comparing to other algorithms.

Results and analysis
In this section, we report the results of the comparison between the proposed method and
two other multi-objective methods for multi-label data feature selection. Table 2 shows
the minimumHamming loss on the training and test data in different datasets. The second
column indicates the classification error on the test data using all features without feature
selection. The other columns show the classification error on training and test data by
applying feature selection methods. Reducing the Hamming loss of classification using
feature selection is evidence of existing irrelevant features in all datasets. Table 2 shows that
the proposed method has achieved significantly better results compared with the other two
methods on the training set. It obtained a smaller Hamming loss in 6 a out of 8 in
comparison with the PSO method. The results are even better comparing to MOEA/D
and NSGA-II, so that it has reached less error on 7 out of 8 datasets. Regarding the test
data, the proposed algorithm shows a better performance in most of the datasets. It
outperforms the PSO and MOEA/D in 6 out of 8 datasts. Comparing to NSGA-II,
The proposed method has better accuracy on 7 out of 8 datasets.

If the methods are evaluated in terms of the number of features in the obtained subsets,
regardless of the classification error, the solutions that have few features and high
classification errors would be reported as desirable solutions. Therefore, to give a
reasonable comparison, solutions that achieved a lower classification error than using all

Table 2 Comparison on minimum Hamming loss (HL) on training and test sets. The second column represents the HL values of the
classification using all features. Highlighted numbers in the table indicate which method reaches lower Hamming Loss on each dataset.

Datasets HL using all
features

Minimum training HL using feature selection Minimum testing HL using feature selection

Proposed
method

PSO-based
method

NSGA-II
method

MOEA/D
method

Proposed
method

PSO-based
method

NSGA-II
method

MOEA/D
method

Emotions 0.2137 0.1343 0.1415 0.1462 0.1368 0.1939 0.2030 0.2013 0.1955

Scene 0.0962 0.0587 0.0635 0.0637 0.0601 0.0909 0.0943 0.0930 0.0916

Yeast 0.2005 0.1636 0.1666 0.1690 0.1665 0.1962 0.1979 0.1995 0.1986

Birds 0.0481 0.0371 0.0404 0.0407 0.386 0.0442 0.0445 0.0460 0.0442

Genbase 0.0043 0.0015 0.0015 0.0020 0.0022 0.0023 0.0022 0.0030 0.0022

Medical 0.0153 0.0080 0.0086 0.0096 0.0083 0.0105 0.0106 0.0111 0.0107

Enron 0.052 0.0399 0.0421 0.0428 0.0443 0.0495 0.0490 0.0498 0.0501

Flags 0.3099 0.2004 0.2004 0.2004 0.2004 0.2615 0.2527 0.2396 0.2549

w/t/l – 6/2/0 7/1/0 7/1/0 – 6/1/1 7/0/1 6/2/0
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features are selected. The minimum number of the selected features among these solutions
is reported in Table 3. In fact, this table represents the smallest subset of features which
could obtain a classification with Hamming loss less than using all features. Therefore
the minimum number of test features in this table indicates that which subset of features
with minimum number of features could reach less error than all features on test subset.
In most cases, the proposed method selected a lower number of features than two
other methods. The difference between the number of selected features using the proposed
method and competitors is remarkable; e.g., the proposed method has achieved a
smaller Hamming loss than other methods on the test set of the Birds dataset using only
5 features, whereas this number is 10 in the PSO-based method and 90 in NSGA-II,
which means that the proposed method has further reduced the number of features by
one-fiftieth. In the Genbase dataset, the proposed method has decreased the number of
features to 52, while the main dataset has 1,186 features.

Results based on set-coverage metric
As mentioned in the previous section, the set coverage criterion is another measure used to
compare the proposed method with other multi-objective feature selection methods.
Table 4 shows the values of set coverage obtained by the different methods. In this table,
‘A’ indicates the proposed method, and ‘B’ is the competitor. Therefore, C (A, B) shows the
average ratio of the number of solutions obtained by the proposed algorithm in each
run that dominate the solutions of another algorithm. The mean, median, and standard
deviation of 2-set coverage values are reported on training and test data in Table 4. As
shown in the table, the proposed method achieved comparable results to the PSO-based
method on the training set but a significant improvement on the test set. The results
show that in the datasets with large numbers of features, such as Genbase, Medical, and
Enron, the proposed method achieved significantly better results than the others. For
example, on the training results in the Genbase dataset, 65% of solutions of the proposed
method dominate PSO-based solutions, while this number is just 10% for PSO-based

Table 3 Comparison on smallest feature subset with Hamming loss less than all features obtained by each method on training and test sets.
Highlighted numbers in the table indicate which method reaches smaller feature subsets on each dataset.

Datasets All
features

Minimum number of training features Minimum number of test features

Proposed
method

PSO-based
method

NSGA-II
method

MOEA/D
method

Proposed
method

PSO-based
method

NSGA-II
method

MOEA/D
method

Emotions 72 2 2 14 3 14 8 20 22

Scene 294 15 15 92 48 104 141 111 85

Yeast 103 3 4 19 8 41 21 54 50

Birds 260 7 9 80 39 5 10 90 47

Genbase 1,185 73 124 528 371 52 117 513 389

Medical 1,449 121 178 616 468 146 178 617 490

Enron 1,001 18 43 404 286 41 64 410 299

Flags 19 1 1 1 1 1 1 1 1

w/t/l – 5/3/0 7/1/0 7/1/0 – 5/1/2 7/1/0 7/1/0
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solutions. Therefore, the proposed method showed a high efficiency compared to two
other algorithms for large-scale optimization problems. In comparing to NSGA-II and
MOEA/D, the proposed method achieved significantly better results on all datasets.
It means that the obtained Pareto front completely dominates obtained solutions by these
algorithms.

Similar results are repeated for the test data, whose results are more important than the
training data. For test data, the proposed algorithm had a higher 2-set coverage value than
the PSO-based algorithm in all datasets except Flags and Emotions. The difference in
most datasets is significant. On datasets like Genbase and Medical, 2-set coverage of the
proposed method is two times more than competitors. For example, in the Genbase
dataset, the proposed method dominates 60% of PSO-based solutions, while the

Table 4 Comparison on 2-set coverage indicator of training and test data. C (A, B) is the value of the 2-set coverage between the proposed
method and competitor. Highlighted numbers in the table indicate which method reaches higher coverage on each dataset.

Datasets Training data Test data

PSO-based
method (B)

NSGA-II
method (B)

MOEA/D
method (B)

PSO-based
method (B)

NSGA-II
method (B)

MOEA/D
method (B)

C (A, B) C (B, A) C (A, B) C (B, A) C (A, B) C (B, A) C (A, B) C (B, A) C (A, B) C (B, A) C (A, B) C (B, A)

Emotions Mean 0.266 0.548 1.000 0.000 0.750 0.050 0.635 0.646 0.918 0.192 0.888 0.000

Median 0.270 0.533 1.000 0.000 0.703 0.010 0.714 0.657 1.000 0.200 0.745 0.000

Std 0.111 0.103 0.000 0.000 0.103 0.110 0.245 0.149 0.121 0.080 0.216 0.000

Scene Mean 0.283 0.373 1.000 0.000 1.000 0.000 0.551 0.343 0.847 0.035 0.470 0.322

Median 0.263 0.425 1.000 0.000 1.000 0.000 0.461 0.375 0.750 0.013 0.495 0.319

Std 0.156 0.088 0.000 0.000 0.000 0.000 0.212 0.111 0.141 0.041 0.173 0.103

Yeast Mean 0.320 0.467 0.995 0.000 0.636 0.272 0.680 0.555 0.949 0.174 0.875 0.066

Median 0.295 0.483 1.000 0.000 0.620 0.301 0.659 0.580 1.000 0.171 0.837 0.060

Std 0.144 0.090 0.027 0.000 0.030 0.013 0.119 0.181 0.065 0.093 0.240 0.172

Birds Mean 0.453 0.221 1.000 0.000 1.000 0.000 0.534 0.429 0.969 0.039 1.000 0.000

Median 0.455 0.211 1.000 0.000 1.000 0.000 0.536 0.474 1.000 0.000 1.000 0.000

Std 0.238 0.123 0.000 0.000 0.000 0.000 0.311 0.144 0.096 0.059 0.000 0.000

Genbase Mean 0.651 0.108 1.000 0.000 0.714 0.000 0.606 0.167 0.996 0.000 1.000 0.000

Median 0.845 0.091 1.000 0.000 0.719 0.000 0.768 0.134 1.000 0.000 1.000 0.000

Std 0.391 0.094 0.000 0.000 0.140 0.000 0.364 0.131 0.022 0.000 0.000 0.000

Medical Mean 0.360 0.202 1.000 0.000 1.000 0.000 0.579 0.287 1.000 0.001 1.000 0.000

Median 0.333 0.205 1.000 0.000 1.000 0.000 0.638 0.302 1.000 0.000 1.000 0.000

Std 0.267 0.102 0.000 0.000 0.000 0.000 0.267 0.095 0.000 0.005 0.000 0.000

Enron Mean 0.331 0.298 1.000 0.000 1.000 0.000 0.746 0.602 0.942 0.281 1.000 0.000

Median 0.325 0.302 1.000 0.000 1.000 0.000 0.793 0.628 1.000 0.279 1.000 0.000

Std 0.190 0.069 0.000 0.000 0.000 0.000 0.224 0.042 0.120 0.032 0.000 0.000

Flags Mean 0.014 0.544 0.912 0.057 0.166 0.000 0.447 0.579 0.865 0.298 0.142 0.400

Median 0.000 0.519 1.000 0.000 0.166 0.000 0.464 0.600 1.000 0.286 0.137 0.350

Std 0.057 0.105 0.170 0.135 0.000 0.000 0.103 0.115 0.202 0.192 0.249 0.130

w/t/l – 4/0/4 – 8/0/0 – 8/0/0 – 6/0/2 – 8/0/0 – 7/0/1
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PSO-based method dominates only 16% of the others’ solutions. Regarding the NSGA-II
method, the value of the 2-set coverage of the proposed method is significantly higher than
the NSGA-II method on all datasets. The proposed method even reached 100% 2-set
coverage in the Medical dataset. It means that all solutions of the proposed method
dominated the solutions obtained by the NSGA-II algorithm at each run. Also this table
shows the compared results of 2-set coverage on MOEA/D and the proposed method. On
most of the datasets, proposed method dominates all obtained solutions using MOEA/D
algorithm. It confirms that the modification of the algorithm, specially adding the local
search, leads finding more non-dominated solutions.

Results based on hypervolume metric

The hypervolume indicator is another multi-objective measure that compares the results
of the proposed method with other algorithms. The value of this criterion was calculated
for the Pareto front obtained in each run. The comparison of the mean, median, and
standard deviation of hypervolume indicators for 40 independent runs on each dataset is
provided in Table 5. In most of the datasets, the hypervolume indicator of the proposed
method is more than 0.9, while for two other methods, all the values are less than 0.9.
For NSGA-II, the hypervolume values are between 0.5 and 0.6. The PSO-based and
MOEA/D methods outperform the proposed method in terms of the hypervolume indicator
only on the Flags dataset. Otherwise, the proposed method had significantly better results
compared to other algorithms. Therefore, as this measure indicates, the proposed method
presents well-distributed solutions that are closer to the optimal Pareto front. The ranks
computed by means of non-parametric Friedman tests are reported at the end of Table 6
based on 2-set coverage and hypervolume metric. Notice that the smallest rank corresponds
to the best-performing method.

Results based on Pareto fronts
The comparison between the best obtained Pareto fronts in different methods on training
and test sets is shown in Figs. 7 and 8. The proposed method has a better Pareto front in
most of the datasets compared to the other methods in terms of both the number of
features and the classification performance. The diversity of the obtained solutions is
one of the properties of the obtained Pareto front of the proposed method. In datasets
such as Genbase, the proposed method has a better Pareto front than other methods.
It means that, with equal numbers of features, the proposed method achieved a lower
Hamming loss. In some datasets such as Birds, Emotions, and Enron, the Pareto front
obtained from the PSO-based method has a better performance than the proposed method
only in a few regions (mostly in the middle part of the Pareto front). However, we can
see that the 2-set coverage of the proposed method is higher in most of the datasets,
according to Pareto fonts. Based on a comparison of the hypervolume indicator, it is
obvious that wider Pareto fronts lead to higher values of hypervolume on all datasets.
Furthermore, the proposed algorithm has a considerably better performance than the
NSGA-II algorithm in all datasets, and as discussed previously, all the solutions of
NSGA-II are dominated using the proposed method. NSGA-II has a smaller Pareto front
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compared to other methods. This algorithm could find just a small number of solutions in
the search space. Regarding the comparison between the proposed method and the original
version of MOEA/D, as it is presented in the plots, the proposed method obtains the wider
Pareto front with more non-dominated solutions. On most of the datasets, MOEA/D
Pareto front is placed between NSGA-II and PSO PFs (i.e., better than NSGA-II but worse

Table 5 Comparison on hypervolume indicator of training and test Pareto fronts. Highlighted numbers in the table indicate which method
reaches higher hypervolume indicator on each dataset.

Datasets Hypervolume of training Pareto front Hypervolume of test Pareto front

Proposed
method

PSO-based
method

NSGA-II
method

MOEA/D
method

Proposed
method

PSO-based
method

NSGA-II
method

MOEA/D
method

Emotions Mean 0.849 0.820 0.647 0.828 0.776 0.750 0.607 0.770

Median 0.849 0.820 0.647 0.828 0.774 0.750 0.607 0.770

Std 0.000 0.000 0.000 0.000 0.005 0.001 0.000 0.000

Scene Mean 0.932 0.780 0.324 0.783 0.898 0.752 0.313 0.758

Median 0.932 0.863 0.591 0.783 0.898 0.831 0.570 0.758

Std 0.000 0.019 0.021 0.001 0.018 0.021 0.000 0.000

Yeast Mean 0.827 0.794 0.570 0.780 0.796 0.763 0.550 0.751

Median 0.827 0.794 0.570 0.780 0.796 0.763 0.550 0.751

Std 0.000 0.000 0.000 0.001 0.000 0.000 0.000 0.000

Birds Mean 0.959 0.920 0.630 0.830 0.953 0.915 0.627 0.826

Median 0.958 0.920 0.630 0.830 0.952 0.915 0.627 0.826

Std 0.001 0.000 0.000 0.000 0.001 0.000 0.000 0.000

Genbase Mean 0.995 0.854 0.568 0.990 0.996 0.854 0.569 0.688

Median 0.995 0.854 0.568 0.990 0.995 0.854 0.569 0.688

Std 0.001 0.000 0.000 0.000 0.001 0.000 0.000 0.000

Medical Mean 0.989 0.833 0.552 0.672 0.987 0.831 0.551 0.670

Median 0.989 0.833 0.552 0.672 0.987 0.831 0.551 0.670

Std 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

Enron Mean 0.957 0.819 0.492 0.682 0.949 0.813 0.489 0.678

Median 0.957 0.819 0.492 0.682 0.949 0.813 0.489 0.678

Std 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

Flags Mean 0.781 0.786 0.736 0.785 0.731 0.731 0.687 0.737

Median 0.781 0.786 0.736 0.785 0.731 0.731 0.687 0.737

Std 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000

w/t/l – 7/0/1 8/0/0 7/0/1 – 7/1/0 8/0/0 7/0/1

Table 6 Ranks of feature selection methods according to Friedman test. Highlighted numbers in the
table indicate which method reaches best rank.

Proposed method PSO-based NSGA-II MOEA/D

2-Set Coverage 1.034 2.14 2.85 2.57

Hypervolume indicator 1.012 2.26 2.73 2.52
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than PSO) while the proposed method dominates most of the obtained solutions of
those methods. It means that modification on original algorithm has improved the
performance of process of the multi-objective search. The local search strategy finds better
solutions in terms of dominance, however, MOEA/D algorithm doesn’t utilize dominance
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Figure 7 Train Pareto front on training data including (A) emotions, (B) scene, (C) yeast, (D) birds,
(E) enron, and (F) flags. Full-size DOI: 10.7717/peerj-cs.261/fig-7
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concept to select the best solutions. Therefor, as it is obvious, a combination of
decomposition and dominance can find more promising regions in the search space. This
strategy improves the exploitation power of the algorithm. On the other hand, applying a
combination of crossover operators increases the exploration power of the search
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Figure 8 Pareto front on test data including (A) emotions, (B) scene, (C) yeast, (D) birds, (E) enron,
and (F) flags. Full-size DOI: 10.7717/peerj-cs.261/fig-8
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algorithm. Another advantage of the obtained Pareto front in the proposed algorithm is
the ability of the method to search in the scope of the solutions with a low number of
features while the other two methods have not obtained such solutions. This issue is more
prominent regarding the NSGA-II algorithm, and the solutions obtained by this method
have not been as successful as the other two methods in decreasing the number of
features. The number of features in the proposed method is usually smaller than
PSO-based and NSGA-II obtained features. As it is concluded from experiments, the
proposed method can find a set of feature subsets which in multi-label classification tasks
can be used. In each multi-label classification such as all applications which are
experimented in this paper, we need to select the best features. Therefore, based on
MCDM, a set of features can be selected among subsets on the Pareto front to improve the
performance of the classification.

CONCLUDING REMARKS
Many real-world applications require multi-label classification. If more than one label
exists, feature selection plays a significant role in the performance of the multi-label
classification. The main purpose of this paper is to propose a decomposition-based
evolutionary multi-objective method for selecting optimal features in multi-label data. The
multi-objective search space is divided into several scalar subproblems so that each
subproblem can be solved using evolutionary algorithms. It yields a more effective search
process to improve the quality of the obtained solutions. To increase the efficiency of
the proposed method, a local search is used. This gives more exploitation power for finding
better feature subsets. In addition, a combination of the various crossover operators results
in more diverse solutions. The results indicate that this method achieves a better
Pareto front in most of the standard multi-label datasets compared to the other methods in
terms of both the number of features and the classification performance. Furthermore, the
progress of the results in other evaluation criteria, such as the 2-set coverage and
hypervolume indicator, represents a considerable performance improvement of the
proposed method compared to the previous methods. Despite the satisfactory
performance of the proposed method, several points are considered for future
investigations. The efficiency of the proposed algorithm can be examined in more
problems, especially in more real-world applications. In the present study, only two
objectives were evaluated. Additional objective functions may be considered in future
work. Moreover, the proposed method uses continuous genetic operators, which can be
replaced with binary operators to improve the performance.

ADDITIONAL INFORMATION AND DECLARATIONS

Funding
The authors received no funding for this work.

Competing Interests
The authors declare that they have no competing interests.

Asilian Bidgoli et al. (2020), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.261 28/32

http://dx.doi.org/10.7717/peerj-cs.261
https://peerj.com/computer-science/


Author Contributions

 Azam Asilian Bidgoli conceived and designed the experiments, performed the
experiments, analyzed the data, performed the computation work, prepared
figures and/or tables, authored or reviewed drafts of the paper, and approved the
final draft.


 Hossein Ebrahimpour-Komleh conceived and designed the experiments, analyzed the
data, authored or reviewed drafts of the paper, and approved the final draft.


 Shahryar Rahnamayan conceived and designed the experiments, analyzed the data,
authored or reviewed drafts of the paper, and approved the final draft.

Data Availability
The following information was supplied regarding data availability:

Data and code are available in the Supplemental Files. Our experimental data are multi-
label classification datasets taken from Mulan library:

http://mulan.sourceforge.net/datasets-mlc.html.

Supplemental Information
Supplemental information for this article can be found online at http://dx.doi.org/10.7717/
peerj-cs.261#supplemental-information.

REFERENCES
Akkan C, Gülcü A. 2018. A bi-criteria hybrid genetic algorithm with robustness objective for the

course timetabling problem. Computers & Operations Research 90:22–32
DOI 10.1016/j.cor.2017.09.007.

Auger A, Bader J, Brockhoff D, Zitzler E. 2009. Theory of the hypervolume indicator: optimal μ-
distributions and the choice of the reference point. In: Proceedings of the 10th ACM SIGEVO
Workshop on Foundations of Genetic Algorithms. New York, NY: ACM, 87–102.

Bidgoli AA, Rahnamayan S, Mahdavi S, Deb K. 2019. A novel pareto-vikor index for ranking
scientists’ publication impacts: a case study on evolutionary computation researchers. In: 2019
IEEE Congress on Evolutionary Computation (CEC), IEEE, Wellington, New Zealand.
2458–2465.

Blum AL, Langley P. 1997. Selection of relevant features and examples in machine learning.
Artificial Intelligence 97(1):245–271 DOI 10.1016/S0004-3702(97)00063-5.

Boutell MR, Luo J, Shen X, Brown CM. 2004. Learning multi-label scene classification. Pattern
Recognition 37(9):1757–1771 DOI 10.1016/j.patcog.2004.03.009.

Briggs F, Huang Y, Raich R, Eftaxias K, Lei Z, Cukierski W, Hadley SF, Hadley A, Betts M,
Fern XZ. 2013. The 9th annual MLSP competition: new methods for acoustic classification of
multiple simultaneous bird species in a noisy environment. In: International Workshop on
Machine Learning for Signal Processing (MLSP), IEEE, Southampton, UK. 1–8.

Calzada-Ledesma V, Puga-Soberanes HJ, Ornelas-Rodríguez M, Rojas-Domínguez A, Carpio-
Valadez JM, Espinal A, Soria-Alcaraz JA, Sotelo-Figueroa MA. 2018. Evolutionary design of
problem-adapted image descriptors for texture classification. IEEE Access 6:40450–40462
DOI 10.1109/ACCESS.2018.2858660.

Chandrashekar G, Sahin F. 2014. A survey on feature selection methods. Computers & Electrical
Engineering 40(1):16–28 DOI 10.1016/j.compeleceng.2013.11.024.

Asilian Bidgoli et al. (2020), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.261 29/32

http://dx.doi.org/10.7717/peerj-cs.261#supplemental-information
http://mulan.sourceforge.net/datasets-mlc.html
http://dx.doi.org/10.7717/peerj-cs.261#supplemental-information
http://dx.doi.org/10.7717/peerj-cs.261#supplemental-information
http://dx.doi.org/10.1016/j.cor.2017.09.007
http://dx.doi.org/10.1016/S0004-3702(97)00063-5
http://dx.doi.org/10.1016/j.patcog.2004.03.009
http://dx.doi.org/10.1109/ACCESS.2018.2858660
http://dx.doi.org/10.1016/j.compeleceng.2013.11.024
https://peerj.com/computer-science/
http://dx.doi.org/10.7717/peerj-cs.261


Das I, Dennis JE. 1998. Normal-boundary intersection: a new method for generating the pareto
surface in nonlinear multicriteria optimization problems. SIAM Journal on Optimization
8(3):631–657 DOI 10.1137/S1052623496307510.

Deb K, Agrawal S, Pratap A, Meyarivan T. 2000. A fast elitist non-dominated sorting genetic
algorithm for multi-objective optimization: NSGA-II. PPSN 1917:849–858.

Dembczynski K, Waegeman W, Cheng W, Hullermeier E. 2012. On label dependence and loss
minimization in multi-label classification. Machine Learning 88(1–2):5–45
DOI 10.1007/s10994-012-5285-8.

Dendamrongvit S, Vateekul P, Kubat M. 2011. Irrelevant attributes and imbalanced classes in
multi-label text-categorization domains. Intelligent Data Analysis 15(6):843–859
DOI 10.3233/IDA-2011-0499.

Dheeru D, Karra Taniskidou E. 2017. UCI machine learning repository. Irvine: University of
California, School of Information and Computer Science.

Diplaris S, Tsoumakas G, Mitkas PA, Vlahavas I. 2005. Protein classification with multiple
algorithms. In: Panhellenic Conference on Informatics. Berlin: Springer, 448–456.

El Aziz MA, Hassanien AE. 2018. Modified cuckoo search algorithm with rough sets for feature
selection. Neural Computing and Applications 29(4):925–934 DOI 10.1007/s00521-016-2473-7.

Elaziz MA, Ewees AA, Ibrahim RA, Lu S. 2020. Opposition-based moth-flame optimization
improved by differential evolution for feature selection. Mathematics and Computers in
Simulation 168:48–75 DOI 10.1016/j.matcom.2019.06.017.

Elaziz MEA, Ewees AA, Oliva D, Duan P, Xiong S. 2017. A hybrid method of sine cosine
algorithm and differential evolution for feature selection. In: International Conference on Neural
Information Processing. Cham: Springer, 145–155.

Elisseeff A, Weston J. 2002. A kernel method for multi-labelled classification. In: Advances in
neural information processing systems. 681–687.

Ibrahim RA, Elaziz MA, Oliva D, Cuevas E, Lu S. 2019a. An opposition-based social spider
optimization for feature selection. Soft Computing 23(24):13547–13567
DOI 10.1007/s00500-019-03891-x.

Ibrahim RA, Ewees AA, Oliva D, Elaziz MA, Lu S. 2019b. Improved salp swarm algorithm based
on particle swarm optimization for feature selection. Journal of Ambient Intelligence and
Humanized Computing 10(8):3155–3169 DOI 10.1007/s12652-018-1031-9.

Jaszkiewicz A. 2002. On the performance of multiple-objective genetic local search on the 0/1
knapsack problem-a comparative experiment. IEEE Transactions on Evolutionary Computation
6(4):402–412 DOI 10.1109/TEVC.2002.802873.

Jiang S, Cai Z, Zhang J, Ong Y-S. 2011. Multiobjective optimization by decomposition with
pareto-adaptive weight vectors. In: Seventh International Conference on Natural Computation
(ICNC). Vol. 3. Shanghai: IEEE, 1260–1264.

Jungjit S, Freitas A. 2015. A lexicographic multi-objective genetic algorithm for multi-label
correlation based feature selection. In: Proceedings of the Companion Publication of the 2015
Annual Conference on Genetic and Evolutionary Computation. New York, NY: ACM, 989–996.

Kashef S, Nezamabadi-pour H. 2019. A label-specific multi-label feature selection algorithm based
on the pareto dominance concept. Pattern Recognition 88:654–667
DOI 10.1016/j.patcog.2018.12.020.

Klimt B, Yang Y. 2004. The Enron Corpus: a new dataset for email classification research. In:
Boulicaut JF, Esposito F, Giannotti F, Pedreschi D, eds. Machine Learning: ECML 2004. Berlin:
Springer, 217–226.

Asilian Bidgoli et al. (2020), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.261 30/32

http://dx.doi.org/10.1137/S1052623496307510
http://dx.doi.org/10.1007/s10994-012-5285-8
http://dx.doi.org/10.3233/IDA-2011-0499
http://dx.doi.org/10.1007/s00521-016-2473-7
http://dx.doi.org/10.1016/j.matcom.2019.06.017
http://dx.doi.org/10.1007/s00500-019-03891-x
http://dx.doi.org/10.1007/s12652-018-1031-9
http://dx.doi.org/10.1109/TEVC.2002.802873
http://dx.doi.org/10.1016/j.patcog.2018.12.020
http://dx.doi.org/10.7717/peerj-cs.261
https://peerj.com/computer-science/


Konak A, Coit DW, Smith AE. 2006. Multi-objective optimization using genetic algorithms: a
tutorial. Reliability Engineering & System Safety 91(9):992–1007 DOI 10.1016/j.ress.2005.11.018.

Lee J, Kim D-W. 2015. Memetic feature selection algorithm for multi-label classification.
Information Sciences 293:80–96 DOI 10.1016/j.ins.2014.09.020.

Lee J, Seo W, Kim D-W. 2018. Effective evolutionary multilabel feature selection under a budget
constraint. Complexity 2018:1–14 DOI 10.1155/2018/3241489.

Li F, Miao D, Pedrycz W. 2017. Granular multi-label feature selection based on mutual
information. Pattern Recognition 67:410–423 DOI 10.1016/j.patcog.2017.02.025.

Lin Y, Hu Q, Liu J, Chen J, Duan J. 2016. Multi-label feature selection based on
neighborhood mutual information. Applied Soft Computing 38:244–256
DOI 10.1016/j.asoc.2015.10.009.

Madjarov G, Kocev D, Gjorgjevikj D, Dzeroski S. 2012. An extensive experimental comparison of
methods for multi-label learning. Pattern Recognition 45(9):3084–3104
DOI 10.1016/j.patcog.2012.03.004.

Mirjalili S, Saremi S, Mirjalili SM, Coelho Ld S. 2016.Multi-objective grey wolf optimizer: a novel
algorithm for multi-criterion optimization. Expert Systems with Applications 47:106–119
DOI 10.1016/j.eswa.2015.10.039.

Mousavirad S, Ebrahimpour-Komleh H. 2014. Wrapper feature selection using discrete cuckoo
optimization algorithm. International Journal of Mechatronics, Electrical and Computer
Technology 4(11):709–721.

Pereira RB, Plastino A, Zadrozny B, Merschmann LH. 2016. Categorizing feature selection
methods for multi-label classification. Artificial Intelligence Review 49(1):1–22
DOI 10.1007/s10462-016-9516-4.

Pestian JP, Brew C, Matykiewicz P, Hovermale DJ, Johnson N, Cohen KB, Duch W. 2007.
A shared task involving multi-label classification of clinical free text. In: Proceedings of the
Workshop on BioNLP 2007: Biological, Translational, and Clinical Language Processing.
Stroudsburg, PA: Association for Computational Linguistics, 97–104.

Price K, Storn RM, Lampinen JA. 2006. Differential evolution: a practical approach to global
optimization. Berlin: Springer Science & Business Media.

Reyes O, Morell C, Ventura S. 2014. Evolutionary feature weighting to improve the performance
of multi-label lazy algorithms. Integrated Computer-Aided Engineering 21(4):339–354
DOI 10.3233/ICA-140468.

Reyes O, Morell C, Ventura S. 2015. Scalable extensions of the ReliefF algorithm for weighting and
selecting features on the multi-label learning context. Neurocomputing 161:168–182
DOI 10.1016/j.neucom.2015.02.045.

Safavian SR, Landgrebe D. 1991. A survey of decision tree classifier methodology. IEEE
Transactions on Systems, Man, and Cybernetics 21(3):660–674 DOI 10.1109/21.97458.

Shao H, Li GZ, Liu GP, Wang YQ. 2013. Symptom selection for multi-label data of inquiry
diagnosis in traditional Chinese medicine. Science China Information Sciences 56(5):1–13
DOI 10.1007/s11432-011-4406-5.

SpolaôR N, Cherman EA, Monard MC, Lee HD. 2013a. A comparison of multi-label feature
selection methods using the problem transformation approach. Electronic Notes in Theoretical
Computer Science 292:135–151 DOI 10.1016/j.entcs.2013.02.010.

SpolaôR N, Cherman EA, Monard MC, Lee HD. 2013b. Relieff for multi-label feature selection.
In: Brazilian Conference on Intelligent Systems (BRACIS). Fortaleza: IEEE, 6–11.

Asilian Bidgoli et al. (2020), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.261 31/32

http://dx.doi.org/10.1016/j.ress.2005.11.018
http://dx.doi.org/10.1016/j.ins.2014.09.020
http://dx.doi.org/10.1155/2018/3241489
http://dx.doi.org/10.1016/j.patcog.2017.02.025
http://dx.doi.org/10.1016/j.asoc.2015.10.009
http://dx.doi.org/10.1016/j.patcog.2012.03.004
http://dx.doi.org/10.1016/j.eswa.2015.10.039
http://dx.doi.org/10.1007/s10462-016-9516-4
http://dx.doi.org/10.3233/ICA-140468
http://dx.doi.org/10.1016/j.neucom.2015.02.045
http://dx.doi.org/10.1109/21.97458
http://dx.doi.org/10.1007/s11432-011-4406-5
http://dx.doi.org/10.1016/j.entcs.2013.02.010
http://dx.doi.org/10.7717/peerj-cs.261
https://peerj.com/computer-science/


Trivedi A, Srinivasan D, Sanyal K, Ghosh A. 2017. A survey of multiobjective evolutionary
algorithms based on decomposition. IEEE Transactions on Evolutionary Computation
21(3):440–462.

Trohidis K, Tsoumakas G, Kalliris G, Vlahavas IP. 2008. Multi-label classification of music into
emotions. ISMIR 8:325–330.

Tsoumakas G, Spyromitros-Xioufis E, Vilcek J, Vlahavas I. 2011.Mulan: a Java library for multi-
label learning. Journal of Machine Learning Research 12(July):2411–2414.

Ueda N, Saito K. 2003. Parametric mixture models for multi-labeled text. Advances in Neural
Information Processing Systems 15:737–744.

Velasquez M, Hester PT. 2013. An analysis of multi-criteria decision making methods.
International Journal of Operations Research 10(2):56–66.

Wandekokem E, Varejão F, Rauber T. 2010. An overproduce-and-choose strategy to create
classifier ensembles with tuned SVM parameters applied to real-world fault diagnosis. In:
Bloch I, Cesar RM, eds. Progress in Pattern Recognition, Image Analysis, Computer Vision, and
Applications. Berlin: Springer, 500–508.

Xue B, Zhang M, Browne WN. 2013. Particle swarm optimization for feature selection in
classification: a multi-objective approach. IEEE Transactions on Cybernetics 43(6):1656–1671
DOI 10.1109/TSMCB.2012.2227469.

Yin J, Tao T, Xu J. 2015. A multi-label feature selection algorithm based on multi-objective
optimization. In: International Joint Conference on Neural Networks (IJCNN). Killarney: IEEE,
1–7.

Zhang M-L, Pena JM, Robles V. 2009. Feature selection for multi-label naive Bayes classification.
Information Sciences 179(19):3218–3229 DOI 10.1016/j.ins.2009.06.010.

Zhang M-L, Zhou Z-H. 2007. ML-KNN: a lazy learning approach to multi-label learning. Pattern
Recognition 40(7):2038–2048 DOI 10.1016/j.patcog.2006.12.019.

Zhang M-L, Zhou Z-H. 2014. A review on multi-label learning algorithms. IEEE Transactions on
Knowledge and Data Engineering 26(8):1819–1837 DOI 10.1109/TKDE.2013.39.

Zhang Q, Li H. 2007.MOEA/D: a multiobjective evolutionary algorithm based on decomposition.
IEEE Transactions on Evolutionary Computation 11(6):712–731
DOI 10.1109/TEVC.2007.892759.

Zhang Y, Gong D-W, Rong M. 2016. Multi-objective differential evolution algorithm for multi-
label feature selection in classification. In: Proceedings, Part I, of the 6th International
Conference on Advances in Swarm and Computational Intelligence. Vol. 9140. New York:
Springer-Verlag New York, Inc, 339–345.

Zhang Y, Gong D-W, Sun X-Y, Guo Y-N. 2017. A PSO-based multi-objective multi-label feature
selection method in classification. Scientific Reports 7(1):1028
DOI 10.1038/s41598-017-00416-0.

Zitzler E, Thiele L. 1998. Multiobjective optimization using evolutionary algorithms—a
comparative case study. In: International Conference on Parallel Problem solving From Nature.
Berlin: Springer, 292–301.

Asilian Bidgoli et al. (2020), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.261 32/32

http://dx.doi.org/10.1109/TSMCB.2012.2227469
http://dx.doi.org/10.1016/j.ins.2009.06.010
http://dx.doi.org/10.1016/j.patcog.2006.12.019
http://dx.doi.org/10.1109/TKDE.2013.39
http://dx.doi.org/10.1109/TEVC.2007.892759
http://dx.doi.org/10.1038/s41598-017-00416-0
http://dx.doi.org/10.7717/peerj-cs.261
https://peerj.com/computer-science/

	An evolutionary decomposition-based multi-objective feature selection for multi-label classification
	Introduction
	Proposed method
	Experimental design
	Results and discussion
	Concluding remarks
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


