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Abstract  

Although clustering analysis is a popular tool in unsupervised learning, it is inefficient for the datasets 

dominated by categorical variables, e.g., real estate datasets. To apply clustering analysis to real estate datasets, this 

study proposes an entity embedding approach that transforms categorical variables into vector representations. Three 

variants of a clustering algorithm, i.e., the clustering based on the traditional Euclidean distance, the Gower distance, 

and the embedding vectors, are applied to the land sales records to delineate the real estate market in Gwacheon-si, 

Gyeonggi province, South Korea. Then, the relevance of the resultant submarkets is evaluated using the root mean 

squared errors (RMSE) obtained from a hedonic pricing model. The results show that the RMSE in the embedding 

vector-based algorithm decreases substantially from 0.076-0.077 to 0.069. This study shows that the clustering 

algorithm empowered by embedding vectors outperforms the conventional algorithms, thereby enhancing the 

relevance of the delineated submarkets. 
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1. Introduction 

Machine learning is rapidly expanding to various applications; particularly, it has been used with great success in several 

applications such as computer vision, natural language processing, speech recognition, and time-series forecasting [1-4]. There 

are two main types of tasks within the field of machine learning: supervised and unsupervised learning. In a supervised learning 

framework, the algorithm learns on a labeled dataset. However, an unsupervised learning framework provides unlabeled data that 

the algorithm attempts to learn by extracting meaningful features without any guidance from the labels. Clustering is a de facto 

standard tool employed in unsupervised learning and is extensively used as a technique for discovering hidden patterns in data, 

such as consumer groups based on demographic profiles, or real estate submarkets based on property characteristics [5]. 

Although clustering analysis is a popular tool in unsupervised learning, it experiences difficulty when categorical variables 

are dominant in the dataset. Clustering is the process of grouping similar data points. The similarity between data points is 

calculated by a distance measure, which is essentially based on the geometry and distance in the Euclidean space. This concept of 

physical distance is well-suited to continuous data, but it is not directly applicable to categorical data. For instance, categorical 

data such as the color of products with each element being black, blue, and red cannot be clustered based on the distance between 

the three colors. Several methods, such as one-hot encoding approaches and specialized distance metrics for categorical data, have 

been proposed in the literature to solve this problem; however, these methods have not performed satisfactorily. This study 

attempts to overcome this limitation by using an entity embedding approach. The entity embedding maps categorical data into 

metric spaces, such as the Euclidean space, and thus can alleviate the discrete properties inherent in categorical data. 
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This study offers a way to enhance the clustering performance via an entity embedding approach, which has been actively 

used in the field of machine learning, particularly in natural language processing tasks. First, a study area is chosen to delineate 

the real estate market. Because the real estate market is always localized, it is routine to segment the market before performing 

the main tasks, such as property price estimation for tax assessment [6]. Second, to construct appropriate submarkets within the 

study area, the sales records of lots sold from 2016 to 2018 are analyzed and grouped by using several variants of a k-means 

clustering algorithm, respectively. An entity embedding approach is applied to handle high-cardinality variables when 

performing clustering analysis. Finally, the predictive accuracy of different sets of submarkets created earlier is compared in 

the context of property valuation.  

The contribution of this study can be summarized as follows: 

(1)  By adopting the framework proposed in this study, clustering algorithms can be utilized in a more efficient manner when 

applied to the tasks in which high-cardinality categorical data are dominant. 

(2)  This study shows that the entity embedding approach can be used effectively in processing structured data, i.e., traditional 

tabular format data with rows and columns, beyond the field of unstructured data, such as images and free-form texts. 

(3)  To the best of the authors’ knowledge, real estate markets have not been delineated with the aid of entity embedding. This 

study attempts to construct real estate submarkets by exploiting the entity embedding approach. 

The remainder of this study is organized as follows. Section 2 presents the background information on clustering analysis 

and real estate market delineation. Section 3 describes the dataset, embedding vectors, and silhouette score used to determine 

the optimal number of clusters. The results and interpretations are provided in section 4. A summary of this study and 

conclusions are presented in section 5. 

2. Literature Review 

2.1.   Clustering analysis and entity embedding 

For a clustering algorithm to group observations together, the notion of (dis)similarity among observations must be 

defined first. A popular dissimilarity metric, i.e., a distance metric for clustering, is the Euclidean distance. However, the 

Euclidean distance is only applicable to continuous variables and not categorical variables. When categorical variables must be 

used for clustering, the simplest technique to calculate the Euclidean distance is to convert each element in a categorical 

variable to a separate binary dummy variable, and this is often called the one-hot encoding approach. Although this approach is 

applicable to a clustering algorithm, it becomes cumbersome and inefficient for processing data when categorical variables are 

dominant in the dataset. 

Alternatively, a special distance metric that can handle both continuous and categorical data types may be utilized, and a 

well-known such metric is the Gower distance [7]. To calculate the Gower distance, an appropriate distance metric for each 

variable type is selected and scaled to fall between 0 and 1; the Euclidean distance is chosen for continuous variables, and the 

Dice coefficient is chosen for categorical variables [8]. The Dice coefficient is a well-known similarity measure for categorical 

data [9]. Subsequently, the average value of all variables is calculated to create the final Gower distance. The Dice coefficient 

is a measure that replaces the Euclidean distance metric with a matching similarity measure, which is easily applicable to 

categorical data. Many clustering algorithms proposed for grouping categorical variables are implemented based on the 

modified concept of (dis)similarity, such as the Dice coefficient; K-modes is one such well-known algorithm [10]. K-modes is 

a clustering algorithm that is specialized in classifying categorical data. In addition, useful modifications to the K-modes have 

been proposed recently to achieve better performance [11-12]. 
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However, the above approaches become very inefficient when a categorical variable is highly cardinal; that is, the number 

of unique values in a categorical variable is very large. To solve this problem, this study utilizes an entity embedding approach 

for high-cardinality categorical variables. An entity embedding technique is used for mapping categorical values to a 

multidimensional space with fewer dimensions than the original number of levels, where the values with similar function 

outputs are close to each other [13-14]. An entity embedding is usually created via neural network training in the form of 

embedding vectors. The entity embedding technique is widely used in the field of natural language processing because words 

can be viewed as the agglomeration of high-cardinality categorical variables [15-18]. 

According to the work of Guo et al. [13], the traditional one-hot encoding of a categorical variable can be expressed as: 

ii x a
x → δ  (1) 

where ���� denotes the Kronecker delta, and the possible values for � are the same as ��. The element is nonzero only when 

� � ��. Based on the work of Guo et al. [13], the entity embedding of �� can be expressed as: 

i ii a a x a x
x w w→∑ =δ  (2) 

where 	� represents the weight connecting the one-hot encoding layer to the embedding layer in a neural network. Thus, the 

mapped embedding is the weight of the embedding layer and can be learned in the same way as the parameters of other neural 

network layers. 

In short, entity embedding is an approach of converting a categorical variable into a vector representation. The entity can 

be a word in natural language processing or a level in a categorical variable. Synonyms in natural language or similar levels in 

a categorical variable come to have similar vector values after neural network training. Fig. 1 illustrates the vector 

representation of entity embedding for the categorical variable “pet breeds”. 

A few studies utilizing entity embedding for clustering have been reported in the literature [19-20]. However, they 

attempted to apply the entity embedding technique to unstructured data such as imagery data, more specifically, the Modified 

National Institute of Standards and Technology (MNIST) database. This image dataset is already pre-processed public data. 

This study differs from them in that the entity embedding is applied to structured data, that is, tabular format data with rows and 

columns, and the real estate dataset used in the study is collected from scratch and cleaned thoroughly.  

By adopting the entity embedding approach, especially for the data with high-cardinality categorical variables, several 

problems can be mitigated. First, an unrealistic amount of computational resource consumption can be avoided owing to the 

traditional one-hot encoding of high-cardinality variables. Second, different values of categorical variables can be treated in a 

meaningful manner, instead of processing them completely independently from each other. Third, the feature engineering step 

is avoided because the embeddings, by nature, can intrinsically group similar values together, thereby removing the need for 

domain experts to learn the relationships between values in the same categorical variable. Finally, the learned embedding 

vectors can be visualized using a dimensionality reduction technique, providing additional insights to business practitioners. 

 
Fig. 1 Vector representation of entity embedding in the case of “pet breeds” 
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In this study, the embedding vectors are created by neural network training for high-cardinality variables and added to the 

existing dataset that comprises continuous variables. Subsequently, to overcome the inefficiency observed in the one-hot 

encoding and Gower distance approaches, the Euclidean distance is calculated for this combined dataset. 

2.2.   Application to real estate market delineation 

Because buyers and sellers require different types of properties for different reasons, the real estate market is almost 

always divided into submarkets within those property types and sales motivations. Because real estate is best characterized by 

its fixed location, its market delineation usually involves defining geographical boundaries [21-22]. It is routine that licensed 

appraisers and automated valuation models first identify the relevant submarket boundaries and then analyze the supply and 

demand of the proposed properties within a specific submarket. A submarket is generally associated with a group of similar 

properties in terms of price level and geographical location. 

Various methods have been proposed to delineate the real estate market; examples of these methods range from 

well-established approaches, such as automatic zoning procedure [23-24] and spatial ‘k’luster analysis by tree edge removal 

algorithm [25-26], to more recently suggested methods, such as adaptive density-based spatial clustering [27-28]. Most of 

these methods are based on a range of data-driven algorithms. The most popular algorithm for market delineation is a 

clustering algorithm. Conversely, a clustering procedure is performed using relevant variables such as price and geographical 

location, following which the clustering results are evaluated considering both internal and external validity measures [29-30]. 

Representative indices for internal validity measures include inertia and silhouette score; however, the criteria for external 

validity measures can vary depending on the dataset and research purpose [31-34]. 

This study adopts a k-means clustering algorithm to group similar observations (sales records of land in this study) into 

several distinct clusters, which serve as real estate submarkets for the purpose of price estimation. Several studies utilized price 

estimation results to test market segmentation, and they proved that market delineations improved the accuracy of price 

estimation [35-37]. 

3. Embedding Vectors and Silhouette Score 

3.1.   Dataset 

This study estimates the land prices in Gwacheon-si, Gyeonggi province, South Korea. With a population of over 13 million, 

Gyeonggi province is the most populous province in South Korea [38]. The Gwacheon-si government is one of the 45 local 

governments in Gyeonggi province, and Gwacheon-si comprises both urban and rural areas. This mixed landscape is the main 

reason behind choosing Gwacheon-si for the analysis because the heterogeneity strongly indicates the need for market 

segmentation. 

The dataset is periodically provided in a comma-separated value file format by the Ministry of Land, Infrastructure and 

Transport (MOLIT) website, and have been released by the government since 2006, when the Act on Report on Real Estate 

Transactions was enforced. These land sales records are used in a range of government administrations, such as monitoring the 

real estate market and tax assessment for traded properties. The records are also used in private sectors, such as for the 

valuation of collaterals for loan approval. 

The dataset comprises the lots sold in Gwacheon-si from 2016 to 2018, and includes the attributes of 1,111 samples. 

These attributes include sales price, zone improvement plan (ZIP) code, lot shape, and bearing. The following variables are 

used for the clustering analysis: sales price, longitude and latitude (hereafter denoted as X-coordinate and Y-coordinate, 

respectively), ZIP code, and zone. By employing these five variables, the lots close to each other in terms of sales price, 
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geographical location, and zoning are expected to group together to form a submarket. Although more variables, such as lot 

shape (regular or irregular) and bearing, are available as inputs, they reflect the physical characteristics of individual lots, rather 

than neighborhood/submarket characteristics; thus, these other variables are not employed for market delineation. Table 1 

presents the descriptive statistics of sales samples. 

Table 1 Descriptive statistics of the 1,111 lots sold from 2016 to 2018 

Variable Min. Mean Median Max. 

Sales price (KRW/m
2
) 6,938 1,539,433 379,753 22,783,807 

ZIP code 

(25 levels) 

#13820: 245 (22.1%) 

#13840: 164 (14.8%) 

#13814: 101 (9.1%) 

#13813: 81 (7.3%) 

#13801: 75 (6.8%) 

#13824: 73 (6.6%) 

Zone 

(7 levels) 

Green Belt: 951 (85.6%) 

Residence 3: 103 (9.3%) 

Residence 5: 40 (3.6%) 

Natural & Green area: 8 (0.7%) 

Residence 2: 6 (0.5%) 

Residence 4: 2 (0.2%) 

Residence 1: 1 (0.1%) 

*Note: Only primary levels are presented in the ZIP code for readability. 
 

The median sales price of lots in Gwacheon-si is 379,753 KRW/m
2
, and most area is zoned for the Green Belt (85.6%). As 

shown in the table, ZIP code and zone are categorical variables. Particularly, the ZIP code is highly cardinal with 25 levels. All 

continuous variables (sales price, X-coordinate, and Y-coordinate) are scaled to have a mean of zero and a standard deviation 

of one before being fed into the clustering algorithm. A portion of the dataset (222 samples, 20%) is reserved to evaluate the 

performance of clustering algorithms. 

The land sales records are collected by local governments and released to the public on a monthly basis. The records can 

be utilized to detect overheating spots in real estate submarkets and diagnose the sustainability of the overall market. In the 

future, local governments need to collect and agglomerate the land sales data in a more frequent cycle, for example, on a 

weekly or daily basis, to adapt to a rapidly changing real estate market. In addition to optimizing the data accumulation process, 

data-driven algorithms based on machine learning must be developed and deployed in administration tasks ranging from 

disclosing the real estate market in a transparent manner to detecting fraudulent land transactions.  

3.2.   Creating embedding vectors 

In the case of a high-cardinality categorical variable, such as the ZIP code, a one-hot encoding technique cannot be 

efficient in handling a large number of elements in a variable; thus, the high-cardinality categorical variable should be 

represented in the form of embedding vectors. The embedding vectors utilized in this study are obtained from the training 

results of a neural network. 

The aforementioned network is a fully connected layer network with the following architecture: four input variables are 

employed, and then two embedding layers corresponding to the categorical variables are additionally specified and added to 

the network. An appropriate number of dimensions has to be determined for each embedding layer, and the prediction 

performance for various dimension sizes is reviewed through the usual cross-validation process. The number of dimensions 

assigned to each categorical variable through this cross-validation process is 10 and 3 for the ZIP code and zone, respectively.  

The number of dimensions in Fig. 2 is selected based on the results of the heuristic grid search. The grid search uses five-fold 

cross-validation to evaluate the possible combinations of values (the number of dimensions for the ZIP code and zone in this 

study), and the mean squared error (MSE) between the observed land prices and the predicted prices is used as a criterion for 
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the evaluation. As a rule of thumb, half the number of original levels is often used as a reference number for dimensions [39]. 

The ZIP code comprises 25 levels, and the zone consists of 7 levels, as shown in Fig. 2. Thus, according to this rule of thumb, 

good candidate numbers of dimensions for the ZIP code and zone are 12-13 and 3-4, respectively. Hence, the number of 

dimensions for the ZIP code is chosen as 10, and that for the zone is chosen as three, considering the results of the heuristic grid 

search and the rule of thumb together. Finally, to include more parameters to capture minor data nuances, three hidden layers 

are added to the end of the architecture. The output layer with one neuron corresponds to the land price estimated by the neural 

network. The final architecture of the neural network used to obtain the embedding vectors is presented in Fig. 2. 

The resultant embedding vectors assume the following form: a 25 × 10 matrix for the ZIP code and a 7 × 3 matrix for the 

zone. Table 2 presents the embedding vectors of the zone. Interpreting the learned embedding vectors always involves 

subjective judgments, and this study does not attempt to interpret their meanings because the primary goal is to reuse them in a 

subsequent clustering algorithm and achieve a performance better than those of the baseline algorithms. 

 
Fig. 2 Architecture of the neural network used to obtain embedding vectors  

 

Table 2 Embedding vectors (7 × 3 matrix) of the zone  

learned from neural network training 

Zone Vector 1 Vector 2 Vector 3 

Residence 1 0.21375 0.20492 0.24875 

Residence 2 -0.13061 -0.18887 -0.21148 

Residence 3 0.01262 0.01311 0.01660 

Residence 4 0.04791 0.04156 -0.00550 

Residence 5 -0.02817 -0.02647 -0.02822 

Natural & Green area 0.00644 -0.03270 0.01594 

Green Belt 0.01215 -0.02023 -0.00067 
 

3.3. Silhouette score 

When fitting a clustering algorithm such as k-means to a dataset, it is always subject to the judgment of a researcher to 

determine the optimal number of clusters, making the results vulnerable to criticism of subjectivity. Two popular methods are 

used to overcome this criticism: inertia and silhouette score analysis [40-41]. The former is defined as the mean squared 

distance between each observation and its closest centroid. The lower the inertia is, the better the algorithm is. However, this 

approach suffers from a limitation: as the number of clusters increases, the inertia always becomes lower. The silhouette score 

is a better measure to determine the number of clusters. It measures the extent of closeness between each observation in a 

cluster and the observations in the neighboring clusters, providing a way to assess the number of clusters. It varies between -1 

and 1. A score close to 1 indicates that the observation is far from the neighboring clusters. A score close to 0 denotes that the 

observation is very close to the decision boundary between two neighboring clusters, and a negative score indicates that those 

observations might have been assigned to a wrong cluster. This study uses the silhouette score for the analysis.
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A k-means clustering algorithm is used to delineate the real estate market, and three distance metrics are utilized. First, the 

Euclidean distance is applied for the five input variables, and categorical variables are converted to binary variables using the 

one-hot encoding approach. Second, the Gower distance, which is capable of dealing with both continuous and categorical 

variables, is used. Third, the Euclidean distance is applied again, although this time the categorical variables are converted to 

the continuous ones using entity embedding vectors. The continuous input variables (X- and Y- coordinates) are standardized 

before calculating the distance metrics. The k-means algorithm is implemented primarily following the clustering algorithm 

described in the work of Kaufman et al. [41]. 

Fig. 3 shows the respective silhouette score for k-means clustering based on the following three distance metrics: the 

Euclidean distance, the Gower distance, and the Euclidean distance empowered by embedding vectors (hereafter denoted as 

Euclidean distance 1, Gower distance, and Euclidean distance 2, respectively). For the categorical variables, the one-hot 

encoding approach is used in Euclidean distance 1, and the entity embedding approach is employed in Euclidean distance 2. 

After reviewing the visual depictions in the figure, three, four, and three clusters are chosen for each algorithm. As shown in 

panels (a) and (b) of Fig. 3, there are points with higher scores than those of the chosen points; however, the model sparsity is 

also considered when choosing the optimal number of clusters. 

   

(a) Euclidean distance 1 (b) Gower distance (c) Euclidean distance 2 

Fig. 3 Silhouette score for each clustering algorithm 

4. Results 

4.1.   Results and evaluation 

Fig. 4 shows the market delineation results from the three k-means algorithms based on the Euclidean distance 1, Gower 

distance, and Euclidean distance 2, respectively. Each k-means algorithm produces three, four, and three submarkets, 

respectively, as shown in the panels (a), (b), and (c) in the figure. The three submarkets delineated by the k-means algorithm 

based on Euclidean distances 1 and 2 appear to correspond approximately to northern, southern, and eastern parts of the study 

area. The four submarkets identified by the k-means algorithm utilizing Gower distance correspond approximately to northern, 

middle, southern, and eastern parts of the study area. 

   

(a) Euclidean distance 1 (b) Gower distance (c) Euclidean distance 2 

Fig. 4 Market delineation results 
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The clustering results generally need to be checked using external validity measures, which can vary depending on the 

dataset and application areas, as explained earlier. This study uses the predictive accuracy of price estimation for the external 

validity measure. Conversely, the delineation results are evaluated on the basis of the accuracy of the predicted price for each 

submarket. This approach is often used to compare the resultant submarkets delineated by clustering algorithms [42]. The price 

is estimated using the well-established hedonic pricing model, as follows [43-45]: 

i i i i i i i
Price ZIP Zone Year Shape Bearing Area= + + + + +  (3) 

where Pricei denotes the sales price per square meter of lot i, ZIPi and Zonei denote the areas to which lot i belongs, and Yeari 

denotes the year in which lot i is sold. Shapei of lot i has two levels: regular and irregular shape. Bearingi of lot i comprises four 

levels: east, west, south, and north. Finally, Areai represents the size of lot i measured in square meters. 

Then, the root-mean-square error (RMSE) criterion is used for comparing the predictive accuracy, as follows [46]: 

( )2

1

1
ˆ

n

i

RMSE y y
n =

= −∑  (4) 

where 
� denotes the price predicted by the pricing model, and y denotes the observed price. 

Table 3 presents the predictive accuracy (RMSE) for each submarket. Prices in which RMSE is measured are 

standardized to have a mean of zero and a standard deviation of one. Although the marginal difference in average RMSE exists 

between Euclidean distance 1 and Gower distance, the average RMSE for the submarkets created by Euclidean distance 2 is 

significantly reduced compared with the former two results. The average RMSE in Euclidean distance 2 is reduced by 10% 

approximately, from 0.076-0.077 (Euclidean distance 1 and Gower distance) to 0.069. This decrease could be attributed to the 

capability of embedding vectors used in Euclidean distance 2 to extract the intrinsic relationships between levels in a 

categorical variable. Conversely, by identifying the meaningful patterns inherent in categorical data and representing the 

patterns in the form of numerical vectors, the entity embedding approach can enhance the relevance of delineated submarkets. 

Table 3 Predictive accuracy for each submarket constructed by Euclidean distance 1,  

Gower distance, and Euclidean distance 2, respectively 

RMSE Euclidean distance 1 Gower distance Euclidean distance 2 

Submarket 1 0.075 0.074 0.071 

Submarket 2 0.104 0.088 0.090 

Submarket 3 0.049 0.097 0.047 

Submarket 4 - 0.048 - 

Average 0.076 0.077 0.069 
 

4.2.   Interpreting the resultant submarkets 

The average RMSE for the submarkets constructed by Euclidean distance 2 is the lowest. The submarkets are illustrated in Fig. 

5, which shows the subway line and arterial road. The clustering algorithm agglomerated the individual sales lots in Gwacheon-si 

into three submarkets: northern, southern, and eastern submarkets. The northern submarket, which has old single-family houses, is 

a typical residential area with a well-established urban infrastructure. The southern submarket can be characterized by the 

landscapes mixed with public facilities and apartments; the public facilities include Gwacheon City Hall and the old Central 

Government Complex. The eastern submarket mainly comprises low hills, small mountains, and sparsely located houses. 

In Fig. 5, the area indicated by the dotted circle is classified as belonging to the southern submarket by Euclidean distance 

1, but is reclassified as belonging to the northern submarket when Euclidean distance 2 is applied. It is the area located close to 

the subway line and appears to be difficult to delineate in a confident manner. Consultations from the local experts, such as real 
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estate brokers and property appraisers, also confirm the ambiguity of the submarket membership of this area. Some experts 

classify the dotted area as belonging to the northern submarket in Gwacheon-si, while others consider that the area should 

belong to the southern submarket. Although the topic of the submarket membership of the area is controversial even among 

domain experts, the data-driven clustering by Euclidean distance 2 labels the area as belonging to the northern submarket in 

Gwacheon-si, and the validity is proved by the lowest RMSE obtained from a hedonic pricing model. 

 

Fig. 5 Submarkets constructed by Euclidean distance 2 

5. Conclusions  

A clustering algorithm becomes inefficient or unstable when categorical variables are dominant in the input dataset, and 

the situation worsens in the case of high-cardinality categorical variables. This study attempted to enhance the performance of 

a clustering algorithm by employing an entity embedding approach to high-cardinality variables.  

Gwacheon-si was chosen for the analysis, and a clustering algorithm was applied to the sales records of lots to delineate 

the real estate market. Embedding vectors for the ZIP code and zone were learned from neural network training and 

subsequently applied to the clustering algorithm. The results showed that the submarket delineation created by the Euclidean 

distance-based clustering algorithm equipped with embedding vectors outperformed the ones achieved by baseline models, 

such as the ordinary Euclidean distance-based algorithm and the Gower distance-based algorithm. 

This study offered an efficient alternative to handle these categorical variables when applying clustering algorithms: the 

clustering analysis results can be improved by using embedding vectors learned from neural network training, which has been 

utilized universally in machine learning applications that handle unstructured data. This study might promote the rapid 

adoption of machine-learning tools in the field of structured data. 

The dataset used in the study comprised 1,111 lots, but the data size may be insufficient to draw a generalizable 

conclusion. Different results would possibly be observed if the proposed approach was applied to different datasets or different 

local areas. Empirical experiments at a more extensive scale need to be attempted in future studies. 
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