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Student evaluation surveys provide educational institutions with important feedback 

regarding the student experience of teaching and courses; however, qualitative comments can 

contain offensive, insulting or threatening content. Large educational institutions generate 

thousands of comments per academic term; therefore, manual screening processes to find 

potentially harmful comments are not generally feasible. We developed a methodology for 

semi-automated screening of student comments that incorporates a machine learning decision 

support system and a detailed psychological assessment protocol. In a case study at a large 

public Australian university, our system identified 4,258 out of 62,049 (6.9%) comments as 

potentially harmful and requiring further review. Feedback from stakeholders demonstrates 

that this methodology is useful in reducing staff workload and could be broadly applied to 

different settings. 

 

Implications for practice or policy: 

• Educational institutions can adopt this methodology to dramatically decrease the number 

of working hours required to screen harmful free-text comments. 

• Researchers can use the proposed psychology-based assessment as an example of how 

to develop a protocol to categorise comments. 

• Educators and researchers can use this case study to follow best practices to develop 

their own decision support system that implements free-text comment classifiers. 

 

Keywords: offensive comments, student experience, survey screening, student evaluation, 

teaching 

 

Introduction 
 
We propose a decision support system guided by a new assessment protocol for text categorisation of 

concerning comments. We consider the assessment protocol as psychology-based as the intended outcome 

is the improvement of teacher mental well-being. For this system we combine heuristic and machine 

learning models to automatically code potentially concerning student experience comments into a reduced 

sized subset that can be manually reviewed by appropriate staff. The use of machine learning to automate 

classification of potentially harmful free-text comments dramatically lowers the manual screening burden 

on staff. We demonstrate the efficacy of the decision support system by screening two terms of free-text 

comments at a major Australian university over the 2019 academic year. 

 

Student evaluation surveys are a common and important method of evaluating teaching quality and 

effectiveness at universities and other educational institutions (Spooren et al., 2013). These surveys are 

typically designed to elicit student feedback on how courses can be improved and how lecturers or tutors 

could further develop their teaching skill. However, these instruments may have detrimental side effects. 

For example, although infrequent, some comments are offensive, insulting or potentially threatening 

(Tucker, 2014). Manual screening or filtering processes can be difficult to implement due to the sheer 

volume of student comments (up to 100,000 comments can be generated each term at a public research 

university). This lack of scrutiny over student surveying can lead to pernicious unintended consequences. 
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One major concern is the psychological distress educators might experience from receiving abusive 

comments. How unprofessional or abusive comments from students may affect academic staff is an 

understudied area of research, although it fits into a pattern of student bullying of teachers (May & Tenzek, 

2018) and contra-power harassment (Lampman et al., 2009). The psychological effects of abusive 

comments have been extensively researched in closely related topics such as workplace bullying and 

cyberbullying. Indeed, one of the most common ways employees are bullied is by being the target of 

slander, scorn and belittlement (Vartia, 2001). Evidence from various studies has shown that workplace 

bullying is associated with lower self-esteem (Saks & Ashforth, 1997); higher levels of depression, 

cardiovascular disease (Kivimäki et al., 2003); anxiety, stress, burnout (Bowling & Beehr, 2006); negative 

affect, intention to quit and reports of numerous physical symptoms (Djurkovic et al., 2003); see Bowling 

and Beehr (2006) for a review. Furthermore, a previous study, which examined the relationship between 

traditional bullying and cyberbullying, shows that they have much overlap, especially regarding their 

consequences (Kowalski & Limber, 2013). In other words, cyberbullying and traditional bullying closely 

resemble each other in terms of effect on the victim. Finally, universities may have a student code of 

conduct that defines acceptable behaviour and forbids students from harassment and bullying. 

 

In addition to educators being exposed to risks associated with bullying, there may be other negative 

consequences from releasing comments without a pre-screening process. As student feedback is usually 

provided to the educators for them to read at their own leisure, in our view previous negative experiences 

with this system may lead them to come up with their own preventative measures. For instance, similar to 

how employees who are bullied are more likely to leave their jobs (Djurkovic et al., 2003), educators may 

also be inclined to completely disengage from the system by simply not accessing it. As a result, educators 

may end up missing out on feedback that may help improve their teaching skills. 

 

Research into abusive language detection including hate speech, cyberbullying and personal attacks has 

been largely focused on social media (Mehdad & Tetreault, 2016; Nobata et al., 2016; Wulczyn & Dixon, 

2017). Additionally, researchers have applied text analysis on social media text corpuses to identify posts 

containing suicidal ideation (De Choudhury et al., 2016; Ji et al., 2018; O'Dea et al., 2015; Shing et al., 

2018). In contrast, text analysis on student experience surveys has largely focused on analytics that can 

help improve teaching processes (Abd-Elrahman et al., 2010; Ibrahim et al., 2018; Stupans et al., 2016). 

Bullying, occupational stress and social anxiety are prevalent for both students and staff in modern 

university environments (Malik & Björkqvist, 2019; Pörhölä et al., 2019; Vaill et al., 2020), and electronic 

feedback systems like student experience surveys can be abused by bullies in a manner similar to online 

trolling on social media. A recent study analysing quantitative survey responses has found evidence of bias 

against non-English speaking teachers and women (Fan et al., 2019).  

 

Free-text responses in large-scale survey instruments can provide valuable information; however, acquiring 

this information may require a labour-intensive coding process. We explored an alternative semi-automated 

solution with the aim of reducing the human effort required to screen harmful free-text comments. The 

main technical difficulty in implementing a text analytics decision support system is acquiring a sufficient 

quantity of consistently annotated text data. We propose an assessment protocol that assists annotators in 

categorising comments in consistent manner suitable for text analytics. Further, we show how the 

unstructured survey comments when combined with the annotations can be used for predictive 

classification of comments from new surveys. We adopted a standard approach: preprocessing the text into 

a bag of words form and then classifying with a linear support vector machine (Joachims, 1998). 

 

Our methodology can be adapted by educational institutions to dramatically decrease this labour-intensive 

process. Screening for harmful free-text comments often involves many working hours and can require 

multiple staff to ensure screening fidelity. We reduced the necessary work hours for this task by a factor of 

14 making a reasonable task for small, specialised teams assisting survey management. Our case study 

illustrates how researchers and educators can follow best practice to develop a decision support system that 

implements free-text comment classifiers. Although our methodology focused on specifically improving 

the teacher assessment experience (with the view, this would improve the overall educational outcomes for 

both teachers and students), our proposed psychology-based assessment can be used by researchers in a 

number of different fields as a framework for developing novel context-specific free-text screening 

protocols. 
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Educational institutions have a duty of care to provide a safe learning environment for both students and 

educators. There is a need for a methodology to be set in place to avoid the potential risk of harm in the 

current feedback system. Our work is a confluence between previous research on text analytics on student 

experience surveys and research into the identification of abusive language and suicidal ideation in social 

media. In this paper, we propose a decision support system to assist in the screening of comments at a major 

Australian university, evaluate the effectiveness of our approach and discuss the insights that our system 

gives into the underlying data. 

 

Materials and methods 
 

We developed a decision support system composed of three components that independently screen, identify 

and flag potentially harmful comments for further scrutiny by a human reviewer. Each of the three 

components use standard text analytic classification techniques to either flag a comment as potentially 

harmful or no threat. After comments have been labelled by the decision support system, the human 

reviewer screens the potentially harmful comments and labels them according to the assessment protocol. 

The design of the assessment protocol drove the design of the text classifiers in the decision support system; 

therefore, we present and outline the assessment protocol structure first. 

 

We establish four main categories a priori to classify student comments: no-threat, cyberbullying, 

cyberthreat and self-harm. Aside from no-threat, each category is further divided into low or high severity. 

Cyberbullying involves dissemination of harmful or cruel speech or engaging in other forms of social 

cruelty (bullying) via the web. In contrast, cyberthreats are direct threats or materials disseminated via the 

web that indicate that the author of the cyberthreat may engage in an act of violence. Self-harm diverges 

from cyberthreat and cyberbullying specifically with regards to where the harm is directed. Whereas 

cyberthreat and cyberbullying comments intend harm towards others, self-harm comments intend harm 

towards oneself (Willard, 2007). In our experience, educators found self-harm comments from students 

highly distressing; the four main categories were established after careful review of previous comments 

that teachers had identified as concerning. 

 

We define comments that are more explicit, direct and less ambiguous as high severity, while comments 

that are less explicit, indirect and more ambiguous as low severity. Comments that are clearly not offensive 

or threatening or have no indication of self-harm are categorised as no-threat. A summary of the 

classification system with specific examples of severity by category can be found in Table 1. 
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Table 1  

An assessment protocol to assist reviewers when labelling student comments 

Category Description Related to Examples 

No threat The comments are highly relevant to 

the educational aspect of the course 

and these comments aim to be 

constructive.  

1) The general aspects 

of the course (e.g., 

schedule, topics). 

2) Academic or 

administrative staff.  

1) “I thought the lecture 

was boring.” 

2) “I would have liked the 

tutor to have more 

energy.”  

Low severity 

cyberbullying 

The comments can be considered 

offensive to some people. Whether the 

comments were made to intentionally 

cause emotional distress or harm to the 

target is ambiguous.  

1) Religion, Physical or 

Mental aspect, 

socioeconomic status, 

politics, race, and 

gender.  

1) “Needs to learn how to 

speak English.” 

2) “The tutor is really 

sexy.”  

High severity 

cyberbullying 

The comments include profanity and/or 

is clearly offensive. It is clear that the 

comments were made to intentionally 

cause emotional distress or harm to the 

target.  

1) “The tutor should stop 

being a bitch.” 

2) “Can’t stand that 

retard.”  

Low severity 

cyberthreat 

The comments convey that the target(s) 

should be physically harmed via 

indirect action or cause resulting in 

serious injuries or loss of life.  

1) Academic and 

administrative staff or 

property. 

Note: Comments may 

also have similar 

characteristics of 

Cyberbullying (e.g., use 

of profanity).  

1) “I hope he gets hit by a 

bus.” 

2) “I wish he killed 

himself.”  

High severity 

cyberthreat 

The comments convey that the target(s) 

will be physically harmed via direct 

action by the commenter, resulting in 

serious injuries or loss of life.  

1) “I’m going to murder 

him.” 

2) “I’m going to destroy 

the building.”  

Low severity 

self-harm 

The comments indicate that the 

commenter has desire to inflict 

physical harm to him/herself 

potentially resulting in serious injuries 

or loss of life.  

1) The commenter as 

the target (victim). 

Note: Comments 

referring to non-life- 

threatening injuries 

should be ignored (e.g., 

“I wish I broke my leg 

for exam.”).  

1) “I want to kill myself.” 

2) “I wish I could die 

tomorrow.”  

High severity 

self-harm 

The comments indicate that the 

commenter has full intention to inflict 

physical harm to him/herself 

potentially resulting in serious injuries 

or loss of life.  

1) “I’m going to hang 

myself.” 

2) “I’m going to drown 

myself.”  

 

The decision support system is comprised of three components that work independently to label student 

experience comments. Each component is derived from a unique data source. The first two components are 

heuristic classifiers that flag student experience comments based on an n-gram list where n ∈ [1, 2, 3] 

(Cavnar & Trenkle, 1994). The n-gram lists were extracted using text analytics from two external data 

sources; the first data source contains toxic comments directed towards others, while the second data source 

contains comments that are indicative of intention of self-harm. The third component is a text classifier 

trained on an annotated set of historical student experience comments. The final decision support system is 

comprised of the two text classifiers targeting toxic comment and self-harm n-gram lists and the text 

classifier trained on historical student comment data. 

 

Empirical examination of student experience comments guided the formulation of this framework; we 

found that student comments were, on the whole, more reserved than social media comments. The two n-

gram lists are intended to identify more toxic outliers that are too sparse to train effectively using student 

experience data, while the historical student comment text classifier helps identify more subtle yet still 

potentially harmful comments. 

 

We adopt a simple screening process where the corpus of student experience comments is first processed 
by the decision support system. The output from the decision support system is a subset of the original 

corpus containing only the flagged comments. This list of flagged comments is then passed to a human 
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reviewer for final arbitration on the severity of the comments. The entire process for the decision support 

system and human review is illustrated in Figure 1. 

 

 
Figure 1. A schematic overview of the training and screening process. 

Note. The left side of the figure shows the decision support system training process. The right side shows 

the decision support system being systematically used in conjunction with a human reviewer. 

The same preprocessing procedure is used for all three components of the decision support system. In 

particular stop words (e.g., “the”, “and”, “of”, ...), white space and numbers are removed. In addition, all 

characters are transformed to lower case, and each word is replaced with its most basic conjugate form. The 

comments are weighted using a bag of words model with term frequency-inverse document frequency 

weighting (Ramos, 2003). Term frequency-inverse document frequency weightings account for the 

increased importance of terms appearing in problematic comments as well as the decreased importance of 

terms appearing in all comments. 

 

Our system used two external component data sources. For the first component n-grams are extracted from 

the Kaggle Wikipedia Toxic Comments Challenge (Wulczyn et al., 2017). This corpus contains 115,737 

comments from Wikipedia users, of which 11.7% contain problematic comments annotated into six distinct 

categories: toxic, severe toxic, obscene, threat, insult and identity hate. The n-grams were extracted from 

the subset of comments that were flagged with any of the six problematic categories. We refer to this 

component as Kaggle. For the second component (Reddit), n-grams were extracted from annotated data 

containing suspected suicidal ideation from the Reddit topic “SuicideWatch” (Ji et al., 2018). The Reddit 

corpus contains 3,549 suicidal ideation samples and was obtained via request from the authors of the 

original study. We refer to this component as Reddit. The data in both of these components were 

anonymised, and personal information was removed by the data set curators. 

 

We drew upon institutional student experience survey (SES) data from a large public Australian university 

(referred to as the university) for the third and final component. The data for this component was extracted 

from the university data warehouse and anonymised according to university ethics and governance policies. 

Major Australian public research universities can have up to 60,000 students, over 90% of whom are 

enrolled in coursework degrees (Department of Education, Skills and Employment, 2022). The university 

conducts an internal online student survey for the vast majority of courses every term. In particular, we 

analysed qualitative responses to the free-text survey question “This person’s teaching could be improved 

by ...”, where a student response concerned one of the student’s lecturers or tutors. This question was 

selected from the survey instrument as it solicits a critical response towards an individual. Due to the 

sensitive information contained in the data set, all data were strictly anonymised, no demographic 

information was included, and all comments were de-identified. 

 

To annotate, 50,000 responses were randomly sampled without replacement over the two primary academic 

terms of 2017. This corpus is divided into 50 individual annotation units similar to the methodology 

employed by Shing et al. (2018). Each annotation unit was initially analysed independently by two 

annotators, where each of the annotators indicated whether a comment fell into any category in Table 1 
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besides no-threat. A third annotator annotated the subset of comments where the initial two annotators 

disagreed (without visibility of the previous annotations). The final annotated value was the consensus 

between a minimum of two annotators. 

 

The annotated student responses were then used to train a linear support vector machine classifier (SVM) 

(Joachims, 1998), as this method of classification is effective in identifying abusive language in text 

(Davidson et al., 2017). The classes for the SVM are unbalanced; comments that belong to the minority 

class (threatening comments) are infrequent. The problematic comments were oversampled using the 

synthetic minority oversampling technique (Chawla et al., 2002). An appropriate oversampling balance 

level was heuristically determined using the Kaggle toxic comment data set (Wulczyn et al., 2017) with 

methodology similar to (Chen et al., 2018). We are interested in identifying as many potential problematic 

comments as possible while reducing the Type II error rate, as the screening output will be followed by a 

final review. As such, recall (true positive / [true positive + false negative]) was optimised on the minority 

class. Five-fold cross-validation was employed when training and evaluating the performance of the SVM 

classifier. 

 

The decision support system is composed of the three components (Kaggle, Reddit, and SES), where each 

of the components screen student comments independently and augment the comment data with a Boolean 

indicator on whether or not the comment was found to be potentially harmful. This approach allows 

reviewers to concentrate first on comments that have the highest mutual agreement from all three 

components. 

 

Results 
 

Over two academic terms, the decision support system classified 4,258 out of 62,049 free-text student 

comments (6.9%) as potentially harmful resulting in approximately fourteen times less human review work. 

Of the 4,258 potentially harmful comments, 8.5% were labelled problematic after review: 349 

cyberbullying, 4 cyberthreatening and 10 self-harm. Agreement of indicators from all three components in 

the decision support system was associated with a high positive detection rate (48.4%). 

 

We applied the decision support system to student responses for the free-text question “This person’s 

teaching could be improved by ...” from the first two academic terms at the University in 2019. The survey 

instrument used was a standard student experience survey, which is administered internally using 

experience management software near the end of each academic term. The free-text comments for the two 

academic terms were extracted from the experience management software and saved in a plain text comma-

separated file format. Term 1 elicited 37,215 responses to the teaching question, while Term 2 solicited 

24,834 responses to the teaching question for a total of 62,049 responses. The lower number of responses 

in Term 2 is a trend that is observed annually, where the overall response rate is highest in the first term 

before dropping substantially over the course of the academic year. 

 

Out of the 62,049 responses, the decision support system identified 2,477 potentially harmful comments 

from Term 1 and 1,781 potentially harmful comments from Term 2 for a total of 4,258 (6.9%) potentially 

harmful responses. A comment was considered potentially harmful if any of the three components in the 

decision support system identified that comment. The final subset of 4,258 potentially harmful comments 

was annotated with an indicator variable corresponding to each of the three components of the decision 

support system. 

 

A human reviewer manually labelled the 4,258 results from the decision support system according to the 

psychology-based assessment protocol described in Table 1. The reviewer was allowed to sort the 

potentially harmful comments according to the highest agreement amongst the decision support system 

components. Additional reviewers validated these results after the initial labelling was complete. The 

human labelling process identified 363 comments that fell into categories beyond no-threat. The 363 

comments represent around 8.5% of the comments that the decision support system flagged for review. 

Agreement of indicators from all three components in the decision support system provided the highest 

positive detection rate (48.4%) after confirmation from the human reviewer. 
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Table 2  

Count and rate of problematic comments identified by the decision support system 

SES Kaggle Reddit Self-harm Cyberbully Cyberthreat No-threat Rate    

Y Y Y 1 58 (3) 2 (1) 65 0.484  

Y N Y 3 59 0 151 0.291  

Y Y N 0 31 (1) 0 96 0.244  

N Y Y 3 15 0 163 0.0904  

Y N N 0 156 (1) 1 2243 0.0651  

N Y N 0 14 0 354 0.0380  

N N Y 3 16 1 823 0.0232  

Note. The table shows the number of self-harm, cyberbullying, cyberthreat and no-threat comments based 

on the combination of indicators from the three components in the decision support system (SES, Kaggle 

and Reddit). Numbers in parentheses indicate the number of comments that were high severity for that 

given category. The rate of problematic comments to all comments is displayed in the last column. 

 

Table 2 shows the breakdown of comments identified by the decision support system components and the 

category that the comments were labelled under using the psychology-based assessment protocol. Each row 

of Table 2 shows the categorical breakdown and the threat rate for a given level of agreement between the 

three classifiers (Kaggle, Reddit and SES). For a given category (e.g., cyberbully), if there is a number in 

parentheses in the table, it indicates how many of the total number of identified comments were of high 

severity. For example, in the top row where all three indicators agree, there were 58 instances of 

cyberbullying identified by the human labeller, and of those 58, there were 3 that were found to be of high 

severity. The categories in Table 2 are not mutually exclusive (i.e., a comment could be considered both 

cyberbullying and cyberthreatening at the same time). After analysing the data from the two academic 

terms, we identified only a single comment that fell under two categories. 

 

During the labelling process, we screened the comments to see if there were any outstanding subgroups of 

interest. We found that a large number of the comments identified by the decision support system (471 or 

11%) contained references to either “accent” or “English”. Even though these comments formed a 

substantial portion of those that were identified, a majority of this subgroup of comments (441 or 94%) 

were labelled by the human reviewer as no-threat. Many of comments in this subgroup were short and 

lacked the context to be classified as bullying or threatening. We did not identify any other substantial 

subgroups of interest during the labelling process. 
 

Discussion 
 

Automated methods for screening student experience comments can dramatically reduce staff workload 

and help identify harmful free-text comments before they are released to teachers. Research on the efficacy 

of student evaluation surveys dates back to the 1920s, and there is an established consensus that these 

surveys are a worthwhile means of evaluating teaching at higher education institutions (Wachtel, 1998). 

Student evaluation of teaching surveys are widely used as a component of faculty assessment in the United 

States of America, Australia, and Europe. A 2010 survey of academic deans in the United States of America 

(Miller & Seldin, 2014) showed that 94% of institutions always used systematic student ratings. 

Additionally, a 2014 survey conducted by (Vasey & Carroll, 2016) had 54% of respondents state that their 

institution required frequent use of online student evaluations. There is active international academic 

discussion concerning student evaluation of teaching surveys (Iyamu & Aduwa-Oglebaen, 2005; Mittal & 

Gera, 2013; Yin et al., 2014). The use of online forums as a method of bullying is also widespread 

internationally in educational contexts (Bhat et al., 2017; Garrett, 2014; Odora & Matoti, 2015; Safaria, 

2016; Woudstra et al., 2018; Zhou et al., 2013). Although the decision support system we describe was 
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applied to student comments from an Australian university, the methodology is general and can be easily 

adapted to use across a wide range of international educational institutions. 

 

Allowing free-text responses can elicit valuable feedback, but these instruments must be reliable and not 

allowed as a channel for abuse. Student evaluations of teaching are potentially contentious (Boring et al., 

2016; Cramer & Alexitch, 2000; Spooren et al., 2013) and allowing online abuse in evaluation surveys will 

only further this perception. Online student evaluations of teaching easily allow the application of text 

analytics to free-text comments, and methods similar to ours can be used to classify this unstructured data. 

An ideal solution to detecting problematic comments would be to manually screen every comment per term. 

Unfortunately, this would come at the expense of human effort; from empirical observation, screening 

several hundred comments took a dedicated annotator about 1 hour. The total time to complete annotations 

for an academic year could potentially take 40 to 60 days of full-time work. 

 

The quantity of problematic comments we discovered from screening two terms of data was small (363 out 

of 62,049 or 0.59%) and only slightly larger than Tucker’s (2014) previous manual examination of 

comments at a different Australian university (0.19% unprofessional or abusive comments). Our empirical 

examination of problematic student comments found them less overtly offensive compared to comments 

found in the Reddit and Kaggle pseudonymous social media corpuses. This observation is in line with 

findings from previous research; negative student evaluations of teaching tend to use less intense language 

when compared to positive evaluations (Stewart, 2015). The rate of problematic comments identified was 

very high (48.4%) when all three components of the components in the decision support system agreed and 

over 24% when any two of the components agreed. By using ensemble voting between the three 

components trained with different types of problematic comments, reviewers can focus first on the 

comments identified by a majority of those components. 

The vast majority of identified problematic comments were cyberbullying (96.1%). The bullying in the 

comments tended to follow a theme, where the student in question would treat the teacher evaluation survey 

as an anonymous complaint form. We found that a typical cyberbullying comment from a student lacked 

constructive criticism and tended to exclusively blame the teacher for their negative learning experience. 

Profanity was rare, but attacks on the teacher’s perceived job competency were very common, for example, 

“They should just quit teaching”. 
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Figure 2. Representative words indicating problematic and non-problematic comments 

Note. The figure shows the frequency of words in comments classified as potentially harmful (by the 

decision support system) versus the frequency of words in all other comments for Terms 1 and 2 in 2019. 

Words are displayed on the figure if they appear in both categories of comments and the difference between 

frequencies is greater than 0.001. 

 

In our examination of student comments that were flagged by the decision support system, we found that 

11% of those comments referenced either “accent” or “English”. The majority of these comments were 

very brief, generally non-offensive but might be considered culturally insensitive, for example, “had trouble 

understanding their accent”. The less overtly offensive characteristic in these comments agrees with recent 

research into large platform online ratings of professors by students (Subtirelu, 2015). Additionally, a recent 

study on psychometric responses to student evaluations of teaching at the same institution as our study 

found evidence of potential bias against non-English speaking background teachers (Fan et al., 2019). 

Around 38% of the university’s teaching staff are from a non-English speaking background (Fan et al., 

2019), and around a quarter of the students are international. This suggests that there are frequent 

occurrences where one or both of teaching staff and student originate from (potentially different) non-

English language backgrounds. Communication is a primary component of teaching (Frymier & Houser, 

2000; Rasmussen, 2001), and misunderstanding between the parties involved could easily lead to 

frustration. This frustration combined with a lack of empathy for cultural differences could explain the 

relatively high frequency of comments targeting accent and English proficiency. 



Australasian Journal of Educational Technology, 2022, 38(2).  

 

 
44 

This is illustrated by Figure 2, which shows words from the comments plotted by their frequency in 

problematic comments against their frequency in non-problematic comments. The further a word is off the 

diagonal, the more exclusive that word is to the corpus on the corresponding axis. The frequency of words 

in problematic comments follows the x-axis; the words “boring”, “English”, “teach” and “accent” all tend 

towards that axis. This corresponds with our empirical examination of potentially problematic comments: 

students would frequently complain about their teacher’s ability to engage the class, teach correctly or the 

English proficiency and/or accent of the teacher. 

 

Because university survey instruments typically capture psychometric evaluations of teaching staff 

alongside the qualitative text comments, a potential future direction would be to incorporate both of these 

sources of information when screening comments. The combined use of qualitative and quantitative survey 

data is not widespread, and there is active discussion about the merits of this approach (Gergen, 2015; 

Jackson, 2015; Landrum & Garza, 2015). Additionally, student and staff demographic information (where 

available) could potentially help identify problematic comments as minority groups may suffer higher rates 

of cyberbullying (Wensley & Campbell, 2012). 

 

Our case study offers points of best practice that extend widely to the application of text analytics in 

educational technology. Machine learning tools for text analytics are widespread, well documented and 

mature; there are a number of easy-to-use libraries, such as WEKA (Hall et al., 2009) and scikit-learn 

(Pedregosa et al., 2011). These libraries include functions to convert text to an amenable representation for 

classification such as term frequency-inverse document frequency. Simple heuristic classifiers are a good 

starting point as the heuristic rule can later be incorporated as a classifier for features in a formal machine 

learning context. This being said, there is a jump in project complexity as soon as machine learning–based 

classifiers are incorporated. These classifiers are sensitive to input data quality and have a requirement that 

the annotation process is high quality and consistent. We found that consistency is difficult between 

multiple annotators even when annotation standards are trained and practised together. The annotation 

protocol described in Table 1 was instrumental in achieving a satisfactory outcome; several revision cycles 

of the protocol with feedback were required. Rigorous annotation was the most time-consuming part of this 

process, and we suggest that potential applicators distinguish early on if they wish to use text analytics to 

automate standard business processes or if they want to conduct a full analysis for further research purposes. 

 

Text data is unstructured and opaque to conventional statistical analysis; however, the text analytics tools 

to process this data into a format suitable for analysis are now accessible to individuals with modest 

analytical expertise. More sophisticated techniques such as topic modelling and text summarisation offer 

opportunities to condense and analyse large amounts of text data. Although we adopted a supervised 

learning approach for classification, an unsupervised or partially supervised learning system could be 

rapidly deployed in practice. An ideal solution for educational institutions would be an accurate 

unsupervised classifier available as an open-source software tool. 

 

Although our study discovers a rate of abuse that is approximately similar to that in Tucker (2014), it is not 

a comprehensive solution for identifying abuse. Even with our ensemble approach, the decision support 

system identified a large proportion of false positive offensive comments. We made a decision early on to 

tune the system to minimise Type II errors at the expense of Type I errors. Future research could carefully 

optimise a system for both types of errors, which would further reduce manual screening labour. 

 

Higher education institutions have a duty of care responsibility to both student and staff psychological well-

being and safety. The use of online communication has numerous benefits but exposes students and staff 

to the risk of cyberbulling and other abuse. Early identification with an automated screening system allows 

for proactive intervention and support to involved parties. Frameworks like the decision support system 

described in this paper help deal with emergent problems from the rapid adoption of online technologies 

and the growing number of staff and students at educational institutions. 

 

Conclusion 
 

Overall, the decision to construct a software-based decision support system was useful for the staff involved 

in the project. The automated process improved over previous manual inspection and allowed systematic 

identification of problematic comments. Although the need to enforce testing and provide evaluation 

metrics was quite intensive and well beyond what was required to train the decision support system, a less 
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rigorous approach to training would be both practical and accessible for other institutions. For researchers 

contemplating similar work, an incremental text coding process would allow the relevant annotation data 

to be built up slowly over several rounds of surveys. 

 

Text analytics projects are not widely conducted in educational research although they can be very useful. 

Our method shows that these projects can be done in an iterative fashion that is approachable for researchers 

developing their expertise. Researchers could start with simple classifiers and combine them with more 

complicated machine learning models that learn from the data. This approach is not redundant as the models 

can be combined via bagging (majority voting) to further boost the performance. By using a human-in-the-

loop, we do not need the full complexity of a completely automated solution, but we can effectively extend 

the reach of the worker or researcher. 

 

Online survey instruments allow universities to collect and disseminate feedback and constructive criticism 

from students. Survey evaluation is a crucial part of closing the loop: instruction and learning, student 

evaluation followed by feedback and revision of teaching (Powney & Hall, 1998). To keep this process 

robust and healthy, it is vital for instructors and students to engage in a constructive dialogue. Early 

detection of potentially distressing or offensive comments should encourage instructors to stay engaged 

throughout the evaluation process. 
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