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Abstract 

Social media offers users an online platform to freely express themselves; however, when users 
post opinionated and offensive comments that target certain individuals or communities, this 
could instigate animosity towards them. Widespread condemnation of obesity (fatness) has 
led to much fat stigmatizing content being posted online. A methodological framework that 
uses a novel mixed-method approach for unearthing hate speech patterns from large text-
based corpora gathered from social media is proposed. We explain the use of computer-
mediated quantitative methods comprising natural language processing techniques such as 
sentiment analysis, emotion analysis and topic modelling, along with qualitative discourse 
analysis. Next, we have applied the framework to a corpus of texts on gendered and weight-
based data that have been extracted from Twitter and Reddit. This assisted in the detection of 
different emotions being expressed, the composition of word frequency patterns and the 
broader fat-based themes underpinning the hateful content posted online. The framework has 
provided a synthesis of quantitative and qualitative methods that draw on social science and 
data mining techniques to build real-world knowledge in hate speech detection. Current 
information systems research is limited in its use of mixed analytic approaches for studying 
hate speech in social media. Our study therefore contributes to future research by establishing 
a roadmap for conducting mixed-method analyses for better comprehension and 
understanding of hate speech patterns. 

Keywords: social media, hate speech, sentiment analysis, topic modelling, discourse analysis, 
fat stigma. 
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1 Introduction 

Social media has become an integral part of everyday lives enabling users to freely voice their 
opinions anytime over online platforms. The number of social media users is seen to be 
growing at a rate of 13% on a year-on-year basis, with current over 4.20 billion users, which 
represents 53% of the world’s total population (Kemp, 2021). Online platforms have changed 
the way we interact with each other, and the way we acquire news (Gallacher, Heerdink, & 
Hewstone, 2021), enabling users to freely express themselves using emotive language when 
arguing over contested topics. Unfortunately, users may target certain community groups in 
these emotional exchanges which could promote negativity or discrimination against them 
(Vigna et al., 2017). Communities can be aligned to multiple identities including that of race, 
religion, gender or sexual orientation, which can in turn lead to multiple levels of 
discrimination (Mossie & Wang, 2020). Behavioural researchers are therefore keen to make 
sense of how public opinions are framed around certain topics or what prejudicial views are 
expressed in online conversations. Offensive behaviours are often motivated by the anonymity 
facilitated by social media platforms as people are known to be more comfortable in expressing 
provocative views when they know they are anonymous (Erjavec & Kovačič, 2012). While 
anonymity has a liberating impact on users, it also reduces their hesitation when expressing 
contempt toward those posts that they do not agree with (Tucey, 2010). Anonymity can lead 
to ‘deindividuation and disinhibition’ when users let go of their emotions without fear of being 
judged for their aggressive posts while discussing controversial topics (De Brún et al., 2014, p. 
74). It liberates users from being held accountable for their hateful messages (Delgado & 
Stefancic, 2014) as they openly reveal their prejudices (Mondal, Silva, & Benevenuto, 2017). 
Hate speech can be thus advanced and cause further divisions based on religion, colour, race 
and body type amongst others.  

Users often experience more insults in the online space compared to physical spaces, as the 
Internet is not designed to safeguard users from online abuse (Zhong, 2020). Therefore, social 
media platforms can promote stigmatization if users feel safe in posting negative content 
online. It is indeed challenging to mitigate the impact of hateful commenting without having 
a proper understanding of the types and targets of hate speech, as comments contain 
overlapping targets (Salminen et al., 2018). Hateful comments may target various communities 
based on their sexual orientation, ethnic origin, religious faith, gender identity or body weight 
or any combination of these (Albadi, Kurdi, & Mishra, 2018; Matamoros-Fernández & Farkas, 
2021; Ștefăniță & Buf, 2021; Wanniarachchi et al., 2019). The offensive content posted online is 
therefore very subjective with no clear definition of the target (i.e., the person or community 
being addressed in the hate speech); hence, human interpretations of societal events must 
complement the data-centric computational approaches for analysing its hateful (Kocoń et al., 
2021). Among the many forms of hate speech, weight-based teasing or fat shaming or anti-fat 
talk reinforces the ‘cultural preoccupation of obesity as individual responsibility’ to further 
perpetuate weight discrimination (Brewis, SturtzSreetharan, & Wutich, 2018, p. 1). As such, 
body weight is perceived with a judgemental stance, with obese individuals having to 
experience fat stigma on an ongoing basis.  

The past three decades have witnessed a startling increase in worldwide obesity rates (WHO, 
2022); moreover, obesity has been linked to metabolic disorders, cardiovascular diseases and 
other chronic illnesses (Rawal et al., 2020; Szepietowska et al., 2016). Alongside health risks, 
other perceptions associated with ‘ideal’ body shapes and sizes too have evolved. Body image 
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is described as cognitions, perceptions, and attitudes towards one’s appearance, where an 
individual may measure their bodily features with some overall level of attractiveness 
(Izydorczyk et al., 2021). When such forms of ‘ideal’ body image perceptions become prevalent 
in mass media and social media, they can reinforce thinness as a form of ideal body size, 
leading to more expectations across body shapes in society (Maftei & Merlici, 2022; McComb 
& Mills, 2022; Veldhuis, Konijn, & Seidell, 2014). As such those people who do not fit within 
the ideal body classification face much discrimination. The social devaluation and denigration 
by blaming and shaming individuals based on their weight gain lead to fat stigmatization 
(Tomiyama, 2014). This could be in many forms, such as derogatory humour, sarcastic 
comments or unflattering visuals amongst others. Consequently, these individuals experience 
feelings related to body dissatisfaction and anxiety, which can further result in eating 
disorders, depression or poor self-esteem (Albadi et al., 2018; Larson, 2021; Murakami & 
Latner, 2015). A theorised pathway linking gender with body image by Fredrickson and 
Roberts (1997) is of the view that women tend to take an observer’s view as the primary view 
of their bodies. This perception can lead women to continuous self-monitor their bodies which 
could increase self-shaming behaviours. Fat studies have revealed higher rates of internalized 
stigma and risks of weight-based discrimination toward women in education and 
employment (Himmelstein, Puhl, & Quinn, 2017; Puhl, Andreyeva, & Brownell, 2008), and 
that, obese female children/adolescents encountered more teasing and social marginalization 
(Almenara & Ježek, 2015; Tang‐Péronard & Heitmann, 2008).  

Hate speech expressions over social media, specifically hate content targeting excessive weight 
(or fatness) have been much studied (i.e., Brooker et al., 2018; Chou, Prestin, & Kunath, 2014; 
Holmberg et al., 2018; Hussin, Frazier, & Thompson, 2011; Jeon et al., 2018; Kent et al., 2016; 
Lydecker et al., 2016); however, very few of these have used natural language processing 
(NLP) techniques (Wanniarachchi et al., 2022). Prior studies are found to be limited to manual 
analysis techniques that make use of small text-based datasets acquired from social media, but 
recent advances in machine learning allow for large datasets to be effectively analysed 
computationally. For instance, sentiment analysis enables text mining of large amounts of user 
opinions (in some given context) to reveal overall attitudes and the emotional content of these 
expressions (Liu, 2012). It can facilitate the detection of hate content implanted in open-ended 
discussions by extracting the negative sentiments associated with sensitive topics. Further, 
topic modelling, a machine learning technique, can be used to draw out common themes from 
the unstructured textual data within a given linguistic corpus (Wallach, 2006). In this manner, 
a systematic assessment of topics, sentiments and emotions embedded in social media 
conversations can be undertaken to reveal hate speech patterns (Lipizzi, Iandoli, & Marquez, 
2015). Additionally, discourse analysis can augment these computer-mediated quantitative 
approaches with a qualitative perspective. Discourse analysis is a linguistic methodology that 
identifies social ideology on various topics through language analysis. It has been used to 
identify societal stances on topics such as racism, feminism or sexism (Chiril et al., 2020; 
Durrheim et al., 2018; Thompson, Rickett, & Day, 2018). Therefore, a mixed-method analytical 
approach comprising machine learning techniques (e.g., sentiment analysis, emotion analysis, 
topic modelling) and discourse analysis, can help overcome current limitations in detecting 
hate speech (fat stigma) patterns (Chou et al., 2014; Yeruva, Junaid, & Lee, 2019) to offer richer 
and more meaningful conversational insights.  



Australasian Journal of Information Systems Wanniarachchi et al. 
2023, Vol 27, Research Article Hate Speech Pattern in Social Media 

 4 

2 Research objectives 

 Prior studies have asserted that researchers must expand computational (or quantitative) 
capabilities with societal (or qualitative) interpretations when investigating any media-
facilitated public discussions (Brooker et al., 2018; Jeon et al., 2018; Lydecker et al., 2016) 
(Brooker et al., 2018; Jeon et al., 2018; Lydecker et al., 2016). That is, while computational 
approaches detect linguistic patterns within the data, qualitative approaches render meaning 
to the patterns that have been produced (Ophir, Walter, & Marchant, 2020). The computational 
patterns that are extracted from empirical data need descriptive explanations to glean insight 
and convincingly represent its meaning for informing theory and practice (Miranda et al., 
2022). Following these calls from communication researchers, our study proposes a 
combination of analytical approaches for examining online discourses that are framed around 
hate speech (containing fat stigmatizing content).  

Two objectives are laid out in this investigation. First, we outline a novel mixed-methods 
framework that provides a synthesis of quantitative and qualitative text analysis approaches 
for detecting hate speech patterns from a large linguistic corpus. Multiple methodological lines 
of inquiry can provide more purposeful reflexivity in the framing of narratives within their 
given context to generate new insights (Ophir et al., 2020). To that end, our framework 
establishes a roadmap for applying multiple approaches like sentiment analysis, topic 
modelling and discourse analysis to detect hate patterns in social media discussions. Second, 
we demonstrate how this framework informs the data analysis and interpretation of results 
by using large unstructured textual data extracts from two popular social media platforms. 
The context of our investigation is a practical hate speech example that specifically relates to 
discrimination of fat individuals. Different data-driven analysis techniques are applied to 
detect underlying fat stigmatizing patterns embedded in social media conversations. Current 
information systems research is much limited in their use of mixed analytic approaches to 
interpret patterns within a given corpus of texts. Information systems researchers need to 
consider emergent computational tools in conjunction with traditional qualitative (and 
quantitative) approaches to construct empirical patterns across large populations and inform 
theory (Miranda et al., 2022). This study therefore contributes to methodological design by 
combining multiple analytic frames that together enable meaningful interpretation of large 
amounts of textual data for identifying linguistic patterns within a data corpus.  

3 Literature review  

Hate speech comprises public statements made in discriminatory language intended to 
denigrate specific individuals or community groups (Delgado & Stefancic, 1991). This section 
elaborates on prior literature to highlight methodologies that have been used to detect hate 
speech and fat stigma in social media. We specifically focus on the application of data-driven 
analysis techniques. Our findings indicate sentiment analysis and topic modelling are key 
techniques currently used for hate speech detection from unstructured textual social media 
data extracts, followed by emotion analysis and discourse analysis. Next, we delve into how 
these detection techniques have been applied for identifying fat stigma patterns. Different 
literature streams have helped lay out a methodological framework (in section 4) for 
conducting a robust analysis that is substantiated with a logical chain of evidence when 
combining NLP techniques with other pattern matching methods (e.g., word frequencies, 
discourse analysis). 
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3.1 Detecting hate content in social media 

Many studies on hate speech detection in social media have been inspired by sentiment 
analysis and topic modelling methods. While some studies have used sentiment analysis, topic 
modelling, discourse analysis or emotion analysis, few have suggested a combination of these.  

Emotional profiles of social media comments were analysed by Martins et al. (2018) to classify 
hate speech based on different emotions and their intensity. Their study highlights that 
emotion analysis can aid in improving the accuracy of hate speech detection. Emotion analysis, 
along with sentiment analysis was also used by Rodríguez, Argueta, and Chen (2019) to cluster 
relevant Facebook pages and filter negative posts/comments that promote hate speech. Their 
study indicates the importance of studying different aspects of hate speech by identifying 
sentiments and emotions of hate speech and integrating k-means clustering to determine the 
most frequently discussed topics. Sentiment analysis was also employed by Irani et al. (2020) 
to study social media data in the Indonesian language for the study of radicalism in Indonesia. 
They have used word embeddings (word2vec) to detect the top-most radical words and 
combined Restricted Boltzmann Machine and Back-Propagation (RBMBP) network to enhance 
the classification of hate speech content which leads to radicalism. al-Utbi (2019) underlines 
the usage of Critical Discourse Analysis (CDA) to determine hate speech in social media. The 
author studied Facebook posts targeting Islam and Muslims; they found the language of the 
posts and the semiotic details to indicate the existence of expressed hatred.  

When identifying commonly discussed topics in hate speeches, topic modelling has been used 
to reveal rich information about user preferences, emotions and associated behaviours. Topic 
modelling and deep learning were used by Alshalan et al. (2020) to study hate speech tweets 
during the COVID-19 pandemic. Using Convolutional Neural Network (CNN) and Non-
Negative Matrix Factorization (NMF), they detected the most hateful tweets and identified the 
main themes. Overall, the number of non-hate tweets were found to be higher than hate 
tweets. Unsupervised topic modelling too has applied to hate speech against immigrants in 
Spain with the appearance of far-right party Vox by Calderón, de la Vega, and Herrero (2020). 
Their study discovered underlying themes associated with immigrants in Spain that were 
similar to the discourse of Vox. Latent Dirichlet Allocation (LDA), an unsupervised topic 
modelling technique, was used by Mathew et al. (2020) for performing temporal analysis on 
hate speeches made on posts in gab.com (i.e., a social media site with a lax moderation policy 
compared to mainstream social media sites like Twitter and Facebook). Using data from 
different time points, the authors explored various topics of interest and found that hateful 
users tend to speak about Blacks, Muslims, Jews and politics, while the non-hateful users 
generally speak about politics, technology, sports and free speech matters. 

Furthermore, some researchers have considered both sentiment analysis and topic modelling 
methods for detecting hate speech and analysing the associated patterns. Deephate, proposed 
by Cao, Lee, and Hoang (2020), is a novel deep learning model which combines word 
embeddings, sentiments and topical information to detect hate speech in online social 
platforms. Authors evaluated their model using three publicly available datasets and 
demonstrated that Deephate ‘outperformed the state-of-the-art baselines’ (p. 18) and 
concluded that a combination of multiple text analysis methods results in effective hate speech 
detection. Aspect-Based Sentiment Analysis (ABSA) was used by Pronoza et al. (2021) for 
instance-based hate speech detection in Russian social media. They further observed that the 
models could benefit from a combination of linguistic and sentiment features with BERT pre-
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training and an additional dense layer. Shibly, Sharma, and Naleer (2021) used sentiment 
analysis to validate the sentiment values of a hate speech dataset and combined it with topic 
classification to identify the most common topics within the dataset. The study observed that 
the most common hate speech types were related to race, ethnicity, sex and religion. Therefore, 
the proliferation of computational approaches to detect bias or discriminatory messages from 
unstructured and unlabelled social media data is growing fast. 

3.2 Detecting obesity content in social media  

Methods associated with fat stigma studies on social media discourses were systematically 
reviewed by Wanniarachchi et al. (2022). The review ascertained that textual data analysis in 
most studies was done mainly using manual qualitative coding approaches, although, few 
studies have used sentiment analysis, topic modelling and emotion analysis too. Sentiment 
analysis and word co-occurrence analysis has been used by Wanniarachchi et al. (2019) to 
reveal gender-based fat stigmatization content in Twitter and YouTube. The findings from this 
study observed that female body objectification is more commonly displayed in fat stigma 
content than male body objectification.  

Sentiments expressed toward the Fat Acceptance (FA) movement and links between the 
movement and user characteristics have been studied by Bograd, Chen, and Kavuluru (2022) 
using sentiment analysis. Their model indicates extreme anti-FA discourse as most FA tweets 
displayed ‘opposing’ views. Kent et al. (2016) examined the overall sentiments towards the 
topics of cancer and obesity using sentiment analysis and employed manual coding to uncover 
discussion themes that connect cancer and obesity. Sentiments indicated the “dominance of 
negative framing around obesity” (p. 457). Lazarus et al. (2021) examined stigma associated 
with Non-Alcoholic Fatty Liver Disease (NAFLD), Non-Alcoholic SteatoHepatitis (NASH) 
and obesity using Twitter data. The study analysed sentiments, geographic distribution and 
hashtag patterns of obesity-related content and detected much negativity in the majority of 
tweets on obesity. Chou et al. (2014) also employed sentiment analysis and qualitative analysis 
to study social media discussions related to obesity. The study confirmed the stigmatization 
of fat people and revealed patterns of such discussions, such as themes and sentiments. The 
combination of multiple text analysis methods was also tested by Yeruva et al. (2019) to 
examine the relationship between obesity and healthy eating. Sentiment analysis, co-
occurrence analysis and topic modelling aided the authors in understanding the social media 
influences on behaviour and decision-making for healthy eating and obesity prevention.  

While recent studies conducted for detecting hate speech and fat stigma in social media have 
used sentiment analysis and/or topic modelling to provide evidence that such techniques can 
capture hate speech in social media (i.e., Bograd et al., 2022; Chou et al., 2014; Kent et al., 2016; 
Yeruva et al., 2019), these are limited in their application. The literature review reveals very 
few studies have analysed hate speech discourses surrounding fat stigma that can show 
meaningful semantic patterns. Uncovering behavioural aspects such as what perceptions 
revolve around discussions on exercise/diet plans or unhealthy lifestyles will help create a 
better understanding of the underlying stigmatizing content. Discourse analysis can enable 
social scientists to recognize emergent stigma patterns present in the given social context. 
Moreover, prior studies have mostly considered Twitter as their single data source 
(Wanniarachchi et al., 2022); but, with the text-limit constraints imposed on tweets, users have 
to adapt their intended message within the specified data bounds. We propose that by 
combining data from multiple social media platforms, we can inspect richer content. Reddit is 
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one such contemporary social media platform that facilitates candid naturalistic expressions 
from its users to open up many methodological possibilities for conducting thematic analysis 
(Boettcher, 2021). Reddit and Twitter platforms can together assist in unravelling the hidden 
patterns in hate speech, specifically for fat stigma.  

The use of novel text mining and machine learning methods along with in-depth text analysis 
techniques such as discourse analysis can aid in the discovery of hate speech patterns. 
However, we find a gap in the provision of guidelines or a frame of reference that encompasses 
multiple methods for facilitating detection and enables researchers to comprehend the stigma 
patterns embedded in social big data. The next section builds on these shortcomings wherein 
a methodological framework is proposed. Steps on data collection, data pre-processing and 
data analysis for classifying different user perspectives are outlined for enabling researchers 
in deducing patterns that project a more holistic picture. 

4 Methodological framework  

Having an overarching methodology lends support to the researcher by providing them an 
understanding of the data context and establishing proper checks for collecting empirical data 
that align with the study’s purpose. It further ensures that appropriate analytical approaches 
are subscribed for examining and interpreting the data.  

  

Figure 1. Proposed methodological framework 
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Moreover, a graphical illustration aids in understanding concurrent and sequential steps as 
researchers move back and forth with their data analysis. Having a high-level framework that 
identifies broad activities needed within each methodological step provides operational flow 
and precludes potential mistakes of missing out some tasks within each step. The proposed 
methodological framework, outlined in Figure 1, provides a detailed representation of what 
tasks are required at each of the identified steps, namely data collection, data pre-processing, 
data analysis and pattern identification.  

This study aims to uncover underlying patterns within textual content extracted from social 
media to identify fat stigmatizing patterns. Moreover, our proposed framework can be applied 
to other forms of hate speech as well. It follows NLP workflow for data collection and data 
pre-processing and subsequently combines sentiment analysis, emotional analysis, topic 
modelling, word frequencies and discourse analysis to assess fat stigma patterns in different 
social media platforms. The outputs of sentiment analysis can aid in filtering the discourse, for 
instance, only negative sentiments and the associated negative content can be used as inputs 
for conducting topic modelling to identify fat stigmatizing themes. Apart from discovering 
these topics/themes, topic modelling can highlight the most dominant posts/comments within 
each topic, which can then be used to carry out discourse analysis. This framework is based 
on the research directions implied by recent literature and is further validated by the authors’ 
experiences in analysing fat stigma content in social media. The following subsections describe 
the activities pertaining to each step. 

4.1 Data collection 

Data collection starts with a prior understanding of the context, that includes the selection of 
relevant keywords and determining which data sources need to be explored. Therefore, 
relevant literature must be examined to identify pertinent keywords that reflect the chosen 
context and serve as a starting point for collecting data. For example, this study focuses on 
uncovering fat stigma, accordingly, keywords have been determined from obesity-related 
literature. Keywords comprising ‘fat’, ‘overweight’ and ‘obesity’ were thus identified (i.e., 
Chou et al., 2014; So et al., 2016) and these informed the text mining process. Moreover, based 
on the direction of the research path, the keywords can be built upon further. That is, if a study 
seeks to investigate gender aspects in fat stigma discussions, other keywords associated with 
gender are added to the keyword list (i.e., ‘fat+girl’, ‘obese+man’, etc.).  

Next, relevant social media data sources need to be determined. Empirical data that is context-
dependent on the selected keywords are subsequently scraped for further analysis. Fat studies 
have made significant use of Twitter in comparison to other social media platforms 
(Wanniarachchi et al., 2022); however, other platforms, such as Reddit (which appears “more 
as a discussion forum, and [its] comments have a wider range of document lengths than 
Twitter data” (Curiskis et al., 2020)) too are gathering momentum. Twitter and Reddit 
platforms served as our primary data sources. Further, researchers must scope their study to 
the type and format of digital data that must be used in the knowledge discovery process. This 
study’s context refers to the discovery of linguistic patterns concerning fat-stigma; hence, 
corpora of texts extracted from obesity-related discussions informed our investigation. The 
publicly available data scraping tools or APIs (Reddit, 2020; Twitter, 2019) assisted in 
collecting textual data for inclusion in the corpus. Since a corpus of texts is characterised by 
words that are independent of any non-text format (i.e., image, video, etc.), conducting 
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sentiment analysis on the observed texts is rather straightforward (Curiskis et al., 2020; 
Wanniarachchi et al., 2022). 

A major issue often encountered while collecting social media data is of noise or the acquisition 
of irrelevant data. For instance, one example of irrelevant data relates to acquiring text content 
posted by a user whose username matches the keywords used for scraping data. If a keyword 
combination is ‘fat + girl’, then comments posted by a user named ‘fatgirl123’ would be 
scraped even though they are not relevant to the topic under consideration. Or, in another 
case, while the given keyword exists in the scraped comment, the context of its use is different. 
That is, the keyword ‘fat’ could be used in different scenarios, such as, the comment has a line 
containing words like ‘big fat liar’. Such cases can be partially solved by using a combination 
of keywords relevant to the study's context instead of just one keyword; although when the 
length of the textual content is large, this method may not be workable. In our case, we found 
that a combination of keywords provided us with more relevant data from Twitter compared 
to Reddit, as Twitter enforces a text-limit on each post. 

4.2 Data pre-processing 

Pre-processing steps assist in presenting the data in a more structured format for conducting 
effective and accurate analysis. Pre-processing techniques, including removal of duplicates, 
noise and stop words and word lemmatization, are described next. 

4.2.1 Duplicates removal 

When scraping data from social media, one of the key issues is data duplication. On Twitter, 
most of the duplicates occur with re-tweets. Although re-tweets can be eliminated at data 
collection stage for Twitter, the duplicated posts on Reddit must be explicitly removed. 
Duplicated posts occur on Reddit because users often post the same content on multiple 
subreddits. The ‘remove duplicates’ feature in Microsoft Excel can aid in resolving this 
(Microsoft Corporation, 2016). 

4.2.2 Stop words and noise removal 

Creating insights from raw textual data is complicated; moreover, unnecessary data can cause 
distractions to produce results that are inconsistent in the subsequent downstream tasks. 
Therefore, removing stop words and noisy data are important pre-processing tasks. Common 
stop words include prepositions (of, to, for) and conjunctions (and, or also) make a language 
functional rather than carry information (Boban, Doko, & Gotovac, 2020). Additionally, other 
superfluous characters such as symbols (@, !, *, etc.), emojis (:D, :’(, etc.) and URLs can add 
complexity, that makes the overall analysis process harder to execute. Hence, all such noisy 
characters need to be removed. 

4.2.3 Word lemmatization  

Stemming and lemmatization are used to convert a word to its basic form. Stemming refers to 
a crude heuristic process that truncates words in the hope of achieving their primitive 
meaning. This often includes the removal of derivational affixes. Lemmatization uses 
“vocabulary and morphological analysis for removing the inflectional endings and returning 
the word to its base or dictionary form, also known as the lemma” (Manning, Raghavan, & 
Schütze, 2008, p. 32). However, with stemming, the resulting dataset may contain some words 
with no meaning. Lemmatization does not result in meaningless words since token words are 
presented in their base form by using their origins, irrespective of whether the text is used as 
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a verb or as a noun (refer to Table 1). Therefore, lemmatization plays an important role in text 
mining applications. 

Token word Stemmed word Lemmatized word 
Troubled troubl trouble 
Saw s see 

Table 1. Stemming and lemmatization 

4.3 Data analysis 

The researcher needs to conduct a meaningful analysis of the pre-processed data for 
establishing generalizations. The data analysis provides overall sentiments and emotions of 
the hate speech data gathered and cleansed in the previous two steps. Sentiment analysis can 
reveal the users’ attitudes (which may be positive, negative or neutral) as expressed in the 
selected hate speech context, while emotion analysis indicates feelings based on the choice of 
words (e.g., anger, surprise, trust, etc.). Data analysis, in this study’s context, is deciphering of 
the fat stigma content expressed in social media discussions in a cumulative and holistic 
manner. First, it is important to have a proper grounding of the overall themes around the 
discussions on fatness. Sentiment analysis and emotion analysis can assist in building themes 
that are bottom-up and data-driven. The NRC dictionary developed by Mohammad and 
Turney (2013) can capture in-depth sentiments associated with a linguistic corpus and identify 
a variety of emotions. Therefore, all of the scraped data (comprising all acquired 
posts/comments extracted from Twitter and Reddit) are organized into one document for the 
purpose of executing sentiment analysis. In this manner, we can obtain gross positive and 
negative sentiment scores from the document with no researcher bias in play. This form of 
analysis is also beneficial for comparing two sets of data. Next, emotion analysis can be applied 
to reveal the scores of the eight primary emotions, namely anger, anticipation, disgust, fear, 
joy, sadness, surprise and trust, for this linguistic corpus objectively. Further, with Pyplutchik 
(Semeraro, Vilella, & Ruffo, 2021), we can interpret how these emotions are related and 
highlight which emotions are more prominently expressed.  

Subsequently, sentiment analysis using Stanford’s coreNLP (Manning et al., 2014), can be 
performed on specific posts/comments of the corpus to determine their sentiment scores and 
labels. Sentiment score or valence score is determined by assigning a sentiment value (ranging 
from -1 for negative to +1 for positive and 0 for neutral) to each word and then by aggregating 
all sentiment values of the specific post/comment. Therefore, posts/comments with more 
negative words indicate a higher negative valence score, and posts/comments with more 
positive words will indicate a higher positive valence. If there are equal amounts of negative 
and positive words in a text, the valence score would be '0' and be considered a neutral text. 
Based on these sentiment scores, each post/comment is labelled as a positive, negative or 
neutral sentiment. Next, by considering those posts and comments that indicate negative 
sentiment label, we can filter the linguistic corpus to obtain the hateful content. This can then 
be used as the input for the next stage, that is, to identify hate speech patterns (or fat stigma 
patterns in this study’s context). 

4.4 Pattern identification  

The purpose of pattern identification is to deduce those prominent features that have a shared 
societal context (e.g., word frequencies, topics, themes) from the big dataset. Therefore, the 
researcher must first identify their context and construct meaning based on that context. In 
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this study, our context relates to gaining insights on fat stigma. The content that displayed 
negative sentiment in the sentence-based sentiment analysis has been used as the input for 
identifying common topics/themes and for determining those words that are most frequently 
associated with fat stigmatizing discussions on social media.  

Topic modelling based on Latent Dirichlet Allocation (LDA) (Blei, Ng, & Jordan, 2003) can 
inform on the probability distribution of topics spread over documents, based on their word 
distribution. Gensim LDA implementation (Řehůřek & Sojka, 2011) has been used to execute 
topic modelling on filtered fat stigma content. The topic models thus generated were evaluated 
by first calculating the coherence score. Coherence score is the value of the relative distance 
between words within a topic. There are two major coherence score types, C_V (which 
typically range between 0 and 1) and uMass (that range between -14 and 14). This study used 
the C_V scores as it provides the strongest correlation with human ratings and is considered 
a very reliable topic coherence evaluation measure (Röder, Both, & Hinneburg, 2015). In order 
to determine the optimal number of topics within the male and female corpus, we generated 
multiple models, each with a different number of topics ranging from 2 topics through to 10 
topics. We then used the model with the highest coherence score as the most optimal for 
determining the number of topics for each corpus. Once the optimal number of topics was 
determined for the two datasets, the models were further tuned and optimized the models 
using alpha and beta hyperparameters.  

Apart from identifying the discussion topics of the dataset, the most dominant topic of each 
post/comment and the most dominant post/comment for each topic helped determine patterns 
from our analysis. The most dominant post/comment on each topic has next been used to 
perform discourse analysis and comprehensively examine the negative social media content. 
Selecting the dominant content via topic modelling eliminates the subjectivity associated with 
excerpt selection for discourse analysis and facilitates the examination of the most 
representative posts/comments in the corpus. Discourse analysis can then be carried out 
manually by closely examining the text and exploring how social media users use language in 
relation to the fat stigma context. Concurrently, word frequencies of the data corpus too can 
be used to identify words that are mostly associated with fat stigma.  

5 Fat stigma investigation 

This section presents a social media investigation that elaborates how NLP and qualitative 
methods have together provided multi-level insights from the textual data extracts. We 
specifically demonstrate the empirical analysis of fat stigma content that was extracted from 
social media discourses around female and male genders. We believe this empirical evidence 
will showcase how our proposed methodological framework (shown in Figure 1) can be 
applied to practical real-world scenarios. 

5.1 Data collection and data pre-processing 

The analysis has been carried out to understand how males and females are positioned in 
obesity-related discussions. Therefore, keyword combinations that represented fatness and 
gender were selected to scrape data (refer to Table 2). As this analysis is focused on textual 
data only, the publicly available text-based content from Twitter and Reddit was scraped (via 
their APIs) from 15th October 2021 to 15th January 2021. The data thus collected served as our 
data corpus.  



Australasian Journal of Information Systems Wanniarachchi et al. 
2023, Vol 27, Research Article Hate Speech Pattern in Social Media 

 12 

 

Obesity-related keywords Fat, overweight, obese 
Gender-related keywords Female, girl, woman, women, male, boy, man, men 
Keyword combinations used fat + (female, girl, woman, women) 

overweight + (female, girl, woman, women) 
obese + (female, girl, woman, women) 
fat + (male, boy, man, men) 
overweight + (male, boy, man, men) 
obese + (male, boy, man, men) 

Table 2. Keyword combinations 

A closer examination of the number of posts/comments scraped for different keyword 
combinations were not found to be equally distributed; rather, a previous study found a larger 
number of posts/comments for the keyword “fat” compared to “overweight” and “obese” 
(Wanniarachchi et al., 2019). Due to this difference, we selected an equal number of 
posts/comments representing each keyword combination from each social media platform 
through random sampling. Data comprising 60000 comments/posts representing every 
keyword combination across both social media platforms were finally selected. In maintaining 
equal data distribution, we formed dataset samples consisting of 30000 comments/posts 
targeting males and an equal number targeting females. Further, each of these datasets (having 
30000 comments/posts) in turn comprised 10000 comments/posts representing each keyword 
combination. From the 10000 comments/posts that originated from Twitter and Reddit, 5000 
posts/comments were from Twitter and the other 5000 posts/comments from Reddit. The 
datasets were cleansed next by removing stop words, symbols and emojis. Later, 
lemmatization was also applied to further cleanse the dataset for subsequent analysis.  

5.2 Data analysis: overall text analysis of fatness 

This section discusses the three data analysis approaches that were used to unearth sentiment 
values, conduct emotion analysis and generate sentiment labels for text-blocks representing 
posts/comments. The following subsections expand on each of these approaches. 

5.2.1 Sentiment analysis 

The sentiment value for each selected comment/post has next been calculated using the NRC 
dictionary. The calculated sentiment values associated with females and males were then 
compared to identify patterns. The graphical representation of the distribution of overall 
sentiment (valence) scores associated with male and female genders are presented in Figure 2.  

The sentiment values for males and females show considerable overlap with no significant 
difference in the distributions across negative and positive sentiments. However, we find that 
social media content targeting males indicates slightly more negative sentiments than positive 
sentiments. We therefore delved into gaining further insight into the emotions embedded 
within these sentiments. The following section expands on the emotion analysis results.  
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Figure 2. Sentiment value comparison 

5.2.2 Emotion analysis 

The eight primary emotions – joy, trust, anticipation, sadness, anger, fear, surprise and disgust 
– from Plutchik’s wheel were analysed for the whole linguistic corpus. The 30000 
comments/posts across both males and females showed the highest degrees of emotional 
expressions being in the form of disgust and sadness, with males receiving slightly more of 
the former and females more of the latter. The high-intensity values of the disgust category 
tended more towards loathing, while the sadness category tended towards grief. Our overall 
analysis reveals that females receive higher expressions of emotions generally in fat-based 
discussions on social media compared to males (see Table 3).  

Plutchik Wheel of Emotions – Male Plutchik Wheel of Emotions - Female 

  

Table 3. Plutchik's wheel of emotions 

The male and female emotions displayed in Plutchik’s wheels represent huge amounts of 
social media big data spread across the eight segments. While data amounts used during 
analysis can be huge, researchers are advised to scale their data to a coarser level with a smaller 
subset of data and consider such visuals that make their presentation more readable to their 
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audience (e.g., use bar charts for ranking and comparisons) (Kosara, 2016). Therefore, in Figure 
3 we have highlighted the differences in the expressed emotions between males and females 
using percent differences. This figure depicts the percentage of overall differences between 
males and females that each emotion describes. Positive values describe emotions where the 
expression score was higher for females than males, and vice versa for negative values.  

  
Figure 3. Percentage of all differences between males and females explained by each emotion 

The figure indicates that some 25% of the total differences between emotions expressed 
between males and females can be explained by joy, where the females received a greater 
share. Indeed, the graph highlights that females received greater expressions of emotions 
across all categories, except for the disgust emotion which was more noticeable for males. 

5.2.3 Sentiment labelling 

To extract sentiment polarity, sentence-level sentiment analysis has been carried out next. 
Table 4 illustrates sentiment polarity labels (negative, neutral and positive) of three sentences 
which have been pre-processed (i.e., cleansed of stop words and other noisy characters). After 
obtaining the labels for each text-block, only the content which indicated negative sentiment 
labels was filtered and used as the input for pattern identification stage. 

Cleaned Text  Valence Sentiment 
fat woman think theyre hot s**t please know die u -1 negative 
hit home skinny friend complain weight look like model 0 neutral 
also im girl will will literally see beautiful plus size girl tv 1 positive 

Table 4. Sample data for sentiment labelling 

5.3 Pattern identification of fat stigma discussions 

The underlying themes or patterns related to fat stigma have next been deduced with topic 
modelling approaches, word frequencies and discourse analysis to gain deeper insight on each 
topic. The following subsections elaborate on each of these methods. 

5.3.1 Topic modelling 

Topic models were generated by using Gensim LDA implementation for male and female 
datasets. The process outlined in Section 4.4 was used to determine the optimal number of 
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topics for each dataset. The analysis yielded 5 topics for   female dataset and 4 for the male 
dataset. Following the alpha and beta hyperparameter tuning for both models, Table 5 
presents a before-and-after example of the degree to which the model coherence scores can be 
improved as a result of the model tuning process. 

 Optimal Number 
of Topics 

Coherence Score 
of Initial Model 

Alpha Beta Coherence Score 
of Final Model 

Male Dataset 4 0.36 0.61 0.01 0.66 
Female Dataset 5 0.36 0.91 0.01 0.65 

Table 5. Model parameters and coherence scores 

After discovering the keywords generated in each topic, the authors reviewed these keywords 
to determine a suitable label for the topic. The set of keywords pertaining to a topic generated 
for each dataset along with topics’ labels are displayed in Table 6. The derogatory and 
offensive words included in the generated topics are hidden by using the ‘*’ character. 

Fat stigma content targeting males 
Keywords of generated topic Topic label 
male, black, woman, good, fat, girl, man, want, feel, think Opposite-sex 
video, mom, time, d**k, never, eat, play, boy, call, watch Lifestyle 
f**k, say, gay, little, a*s, guy, thing, come, drink, still Sexual 
get, big, go, force, make, know, t*t, mind, also, way Exercise 

Fat stigma content targeting females 
Keywords of generated topic Topic label 
sex, woman, good, want, man, start, day, bad, new, sure Relationships 
get, go, make, say, take, see, guy, thing, never, leave Lifestyle 
f**k, big, girl, hot, p***y, c**k, a*s, mom, sexy, give Sexual 
even, know, look, fat, think, body, little, tell, also, still Body 
female, black, naked, time, love, people, old, mind, blonde, really Appearance 

Table 6. Generated topics and topic labels 

5.3.2 Word Frequencies 

The most prominent words of the corpus have been identified for both males and females in 
Figures 4 and 5. We noted more derogatory words were observed in the male dataset 
compared to the female dataset, although some of these derogatory words referred to obese/fat 
males in female terms (e.g., mom, woman, girl). The use of feminine words to insult obese/fat 
males could indicate body shaming attitudes towards females, or, in other words, this could 
also indicate that voicing body objectifying content targeting females is considered acceptable. 

 

 

 

 

 

 

 

 



Australasian Journal of Information Systems Wanniarachchi et al. 
2023, Vol 27, Research Article Hate Speech Pattern in Social Media 

 16 

 

 

Male 

 
 

Figure 4. Word frequencies - Male 
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Female 

 
 

Figure 5. Word frequencies - Female  

5.3.3 Discourse Analysis 

Discourse analysis has been conducted by closely examining the most dominant 
comment/post for each of the identified topics. As a result, some more key features relating to 
fat stigma discussions were identified. 

The fat stigma content targeting males indicates several features. For instance, some users 
shared scientific studies that they come across on social media; “People with metabolically healthy 
obesity were at a substantially higher risk of diabetes, heart attack and stroke, heart failure, respiratory 
diseases, and all-cause mortality compared with people who were not obese and with a healthy metabolic 
profile”. Such content cannot be directly linked with fat stigma as the main purpose of sharing 
such information would be to educate readers. However, there is a possibility that a fat person 
may feel victimized based on such claims. Some other content revealed that the social media 
users consider fatness as ‘unmasculine’; “They are either smart, nerdy, short, fat, poor. Essentially 
unmasculine by society”. Such statements further indicate that some users consider their 
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perspective as society’s perspective. Individuals, who consider themselves obese, on reading 
such comments can adopt such statements and believe that this is how society sees them.  

Obesity is found to be most commonly linked with diet and eating habits by social media 
users; “ate fast food everyday (led to me becoming extremely obese for my age)”. Some even provided 
tips on losing weight; “I’ve been the obese 13 year old that wanted to lose weight and I asked everyone 
what to do about it. My parents didn’t know because they had bad eating habits themselves…. The only 
one who told me the secret recipe was a friend. “Well I just don’t eat more than once a day, I only eat 
boiled veggies and I don’t drink much water because it bloats you”. And that was my diet for the next 
three years (13-16) and I lost all the weight reaching 50kgs/110lbs”. Such statements connect body 
weight with lifestyle choices and mostly try to motivate people to adopt ‘healthy’ lifestyles. 
Some users exhibited fear of rejection because of their fat bodies while at the same time 
indicating fat people are unattractive; “To my horror I find myself being obese, bald, and 
unattractive. This shocked me, if I ever find my girlfriend, is this how I will look to her? How am I going 
to explain myself? Is she going to just dump me? And now, how am I going to reach her?”. These 
statements are directly linked with body objectification as the connection of body weight with 
attractiveness is established here. It further highlights that body objectification occurs in males 
as well as in females. 

When targeting females on fat stigma, few social media users linked fatness with appearance; 
“But I can confidently say she is not the sperm whale you make her sound like. From my general search, 
she is what some folks would call ‘thick’ which is not technically considered fat, as she does not have a 
belly sticking out” and sometimes with health and well-being; “your girlfriend is overweight, but 
she is not obese. Anytime you are overweight, there is some possible significant health risk, and it can 
be great that you care about her well-being”. These comments further highlight the connection of 
body weight with lifestyle choices. The dataset also revealed that users share scientific and 
statistical studies relating to obesity to educate the readers; “5.8 percent of healthy-weight females 
with no sexual assault history attempted suicide. The percentage rose to 27.1 percent for healthy-weight 
girls with a history of sexual assault. Weight influenced the suicide rate among women: 8.2 percent of 
overweight girls with no sexual assault history attempt suicide”. However, compared to males, fat 
stigma content targeting females exposed a higher amount of sexual content. In most of these 
comments/posts, the words ‘fat’ and ‘obese’ were used to describe a person or a female body 
part, sexually. These contents were mainly posted either to share users’ sexual preferences or 
to describe visual content. 

6 Discussion 

The study has proposed a methodological framework to examine hate speech patterns 
underpinning discussions in social media. Although sentiment analysis and topic modelling 
methods have been integrated into prior hate speech (or fat stigma) research, the application 
of such integration to identify patterns of hate speech is poorly discussed. Further, very few 
studies have incorporated natural language processing and machine learning techniques with 
discourse analysis for uncovering societal aspects that are associated with hate speech. Our 
methodological framework overcomes these limitations to show how sentiment analysis, topic 
modelling and discourse analysis can be applied to a given dataset. Section 6.1 presents 
deliberations on issues faced when integrating computer-mediated quantitative analytic tools 
with qualitative discourse analysis to provide a synthesis of multiple approaches for 
conducting data-driven analysis on large linguistic corpora. Next, in section 6.2, we discuss 
the framework’s application in a practical context with a fat stigma investigation (using data 
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extracted from Twitter and Reddit). Our analysis of obesity-related content with the selected 
methods has revealed the linguistic and thematic patterns associated with fat stigma content 
that is posted on social media conversations.  

6.1 Application of the framework 

The paper has proposed a methodological framework that shows the conceptual relevancy of 
different steps undertaken to detect hate speech patterns in social media. The framework 
details a four-step process that reveals specific activities within each step explains the conduct 
of each activity and provides insights on overcoming shortcomings with existing techniques, 
to report on data-driven findings. The first step of the proposed methodological framework is 
to identify the most relevant keywords from the published literature that align with the study’s 
context. It may be noted, however, that the usage of jargon language has evolved; hence, the 
nature of online commenting specifically on social media too has changed (Eisenstein et al., 
2014). Consequently, the linguistic awareness around words expressed in everyday 
conversations over social media platforms needs proper examination for currency and 
relevancy. Moreover, in collecting relevant social media data by conducting keyword searches, 
we are very likely to acquire the same comment/post multiple times. The Twitter API assisted 
in the elimination of retweets (or duplicate tweets) while scraping Twitter data. However, the 
duplicate comments/posts from Reddit need to be explicitly removed in the data pre-
processing step. We advise that to avoid duplicates from Reddit, the data acquisition process 
considers data from a single subreddit since duplicates mainly occur due to posting the same 
content on multiple subreddits. Next, we have highlighted several methods for noise removal. 
By removing stop words, symbols, emojis and URLs, much of the noise in the text can be 
eliminated. However, in modern-day texting and social media postings, emojis or emoticons 
play a considerable role in conveying emotions. For example, “I had a rough day LLL” has 
more emotions than “I had a rough day”. Emojis or emoticons can enhance digital 
communication by adding non-verbal cues (Alshenqeeti, 2016). Another prominent 
characteristic of digital text communication is amplifications or abbreviated words, commonly 
known as SMS language, textspeak, or texting language (Stieglitz & Dang-Xuan, 2013). For 
example, the canonical form of the words ‘gooood’ and ‘gud’ is ‘good’. Normalizing social 
media text is important to achieve deeper text analysis, specifically on social media data. 
Satapathy et al. (2017) observed that the accuracy of sentiment classification has increased by 
~4% when using such normalization. Therefore, it is clearly important to enhance available 
text mining techniques to cope with emojis and textspeak for more accurate text analysis.  

After pre-processing the collected data, sentiment analysis and emotion analysis were 
undertaken. Patterns of sentiments and emotions that were scattered throughout the dataset 
were revealed, which provided knowledge of the most prominent emotions and sentiments 
related to a specific subject context. Further, sentiment analysis also facilitated in the filtering 
of the negative content, which led the analysis onward, since our purpose is to understand 
hate speech patterns that are exposed from negative sentiments. Next, the framework guided 
in in revealing patterns including hidden topics, frequent words and discourse patterns 
related to the identified negative content of the selected context. These patterns were inferred 
with the use of sentiment analysis and topic modelling on the corpus of texts and then 
interpreted qualitatively using discourse analysis (as described in section 4). In this manner, 
additional analyses can be incorporated to help in disclosing dominant features of hate speech 
expressions on social media. Our framework highlights the use of discourse analysis as an 
extension of computer-mediated tools and techniques to gain deeper insight into the hate 
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content. Discourse analysis can be combined with topic modelling by connecting filtered 
comments/posts with the strength/size of the topics to thematise topic categories (Shirazi, 2013; 
Törnberg & Törnberg, 2016). The knowledge categories thus discovered can provide more 
societal background information on the specified subject to enable better interpretation (e.g., 
hate content relating to an incident that has occurred). When seeking hate speech patterns, we 
need to focus on who the targets of offensive expressions are, or which content or words cause 
the most impact, or are intense discussions occurring because of some event. The manual 
exploration in carrying out discourse analysis cannot be overlooked; hence having relevant 
data extracts are important. Therefore, technological solutions, such as sentiment analysis can 
aid in filtering out relevant posts/comments for attaining more accurate discourse analysis that 
can be used for larger datasets. The dataset acquired from keyword search needs to be further 
contextualized in the context of the study objective. Hence, to observe hate speech patterns, 
we must first remove the content that exhibits positive sentiments. The positive sentiments 
will otherwise act as noise in the detection of hate speech patterns. The content that indicates 
negative sentiments is carried forward for understanding the hate content. Finally, discourse 
analysis helps to provide a richer understanding of the subjective negative content, rather than 
labelling all content as offensive content.  

Our framework provides the theoretical grounding for combining sentiment analysis with 
topic modelling, and subsequently conducting discourse analysis for identifying discussion 
themes/topics (e.g., fat hate speech) in social media discussions. The following section 
discusses the result of the data-driven analysis methods (outlined in our proposed framework) 
for the study of fat-stigma patterns.  

6.2 Emergent fat-stigma themes 

We have demonstrated the application of the methodological framework to investigate 
gender-based aspects related to fat-stigma discussions conducted over social media. Datasets, 
extracted from Twitter and Reddit, representing male and female genders across fat-related 
discussions were examined.  

The study has disclosed noteworthy themes regarding the positioning of males and females 
from a fat stigma context. Sentiment analysis tools showed a mix of positive and negative 
sentiments for females and males. Emotion analysis has revealed the higher intensity of 
emotions being projected towards females than towards males. We found higher expressions 
relating to disgust (loathing) targeting males and of sadness (grief) targeting women. The 
emotion analysis results tuned the sentiment analysis outputs and highlighted that although 
males received a slightly higher number of positive sentiments, females tend to get more 
varied emotions compared to males. Such findings further justify the decision to use multiple 
text analysis methods to analyse hate speech.  

Fat-based themes targeting females consisted of diet plans, exercise routines and health-
related information, with most of these comments/posts having some degree of sexual content. 
Fat-related words were often used to describe female body parts in highly sexed manners. 
Further, these words were paired with other derogatory words that spread more negativity 
toward females. Moreover, males were often belittled by words that aligned with the female 
gender (e.g., lady, girl). This finding aligns with the objectification theory established by 
Fredrickson and Roberts (1997) which takes account of how female bodies are sexually 
evaluated based on “their bodies or body parts” (p. 176). Such body objectification can cause 
women to adopt an outsider view, where they equate their self-worth with their physical 
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appearance and start self-objectifying and self-monitoring their body shapes. Objectification 
theory has been used as a theoretical framework for studying the experiential consequences of 
being a female in a culture which sexually objectifies the female body. (Tylka & Hill, 2004). 
The topics that emerged from this study provide rich insights into how weight prejudices are 
reflected in fat-based discussions. We found common topics from both male and female 
datasets. These include general categories including body, appearance, time, exercise, and sex. 
A closer examination of these categories further indicates the extent of sexual objectification. 
The sexual topics targeting males comprised words that have a strong association with the 
female gender (e.g., ‘sex,video,girl,…’, ‘sl*t,big,wife,…’). While these findings were observed 
in a male context, the use of  objectified female body parts (i.e., ‘fat a*s’, ‘fat b**t’) itself indicates 
further stigmatization of women. These fat stigma patterns illustrate the extent of female body 
objectification taking place and further demonstrate the application of our methodological 
framework for advancing the knowledge base and its alignment with current social theories. 

7 Conclusions 

This paper has presented a methodological framework, which has subsequently been applied 
to real-world conversations held over social media platforms. Specifically, we have studied 
hate speech patterns related to fat stigma in a gendered context to reveal behaviours. The 
proposed step-by-step framework provides researchers with methodological grounding on 
conducting natural language processing with social media data extracts. Our framework 
determines that the context of the problem domain needs to be articulated explicitly so that 
data-driven insights can be revealed. A key part of using automated analytics is that relevant 
data is collected and cleansed properly, following which the analysis is context-based to create 
real-world insights. Creating insights is not straightforward, hence we propose guidelines on 
the use of mixed approaches that include different data-driven as well as human-cantered 
qualitative analysis methods. Current information systems research faces methodological 
challenges in their use of multiple computational methods for studying large data corpus "to 
discover different patterns in their data, thereby highlighting different aspects of the 
phenomenon” which can then be further corroborated with traditional analytical methods 
(Miranda et al., 2022, p. xi). Our framework has established a roadmap for conducting mixed-
method analyses for a better comprehension and understanding of conversational patterns 
(specifically in the context of negatively expressed content). 

The framework takes hate speech detection a step forward by combining existing NLP 
techniques to investigate discussion patterns of fat stigma (or hate speech) in a social media 
context. It bridges the gap between technology and social sciences to enable a deeper 
understanding of the severity of the socio-psychological impact that fat stigma can cause on 
fat people. Though this study targets fat stigma, the suggested framework can be applied to 
various categories of hate speech to identify discussion patterns. Outputs of such pattern 
identification can assist in developing machine learning techniques for mitigating hate speech 
content on social media platforms or other public forums.  

One of the limitations of this research is that the proposed tools relating to each method of the 
framework are solely based on literature and researchers’ experience. Future studies could 
compare multiple tools relating to each method and obtain the tools that indicate the most 
effective results. The proposed framework is focused on text-based hate speech analysis, while 
hate speech can be observed in many forms, including visual and audio. In future, the research 
could expand this framework to incorporate methods of visual and audio analysis to overcome 
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this limitation. Also, the application of the framework has been tested on Twitter and Reddit. 
However, various types of text-based online media such as forums and weblogs are currently 
available. Therefore, in future, studies could be conducted to identify patterns of hate speech 
(fat stigma) on these online media platforms. 

This paper has demonstrated the development of analytical social patterns from real-world 
conversations by using computational and replicable design methods; therefore, it has 
implications for conducting more forms of interdisciplinary research. We encourage future 
research studies to use our proposed methodological framework for investigating societal 
issues, such as examining online comments posted on social media sites to detect if people are 
being negatively targeted based on their body image, ethnic background, gender, religion or 
disabilities amongst similar others. 
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