
BRAIN. Broad Research in Artificial Intelligence and Neuroscience,
ISSN 2067-3957, Volume 1, July 2010,
Special Issue on Complexity in Sciences and Artificial Intelligence,
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Abstract. This paper presents three data mining techniques applied
on a SCADA system data repository: Näıve Bayes, k-Nearest Neighbor and
Decision Trees.

A conclusion that k-Nearest Neighbor is a suitable method to classify the
large amount of data considered is made finally according to the mining result
and its reasonable explanation.

The experiments are built on the training data set and evaluated using the
new test set with machine learning tool WEKA.
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1. Introduction

Knowledge discovery in databases (KDD) represents the overall process of
converting raw data into useful information. According to the definition given
in [1], KDD is the nontrivial process of identifying valid, novel, potentially
useful, and ultimately understandable patterns in data. This process consists
of a series of transformation steps, from data preprocessing to post-processing
of data mining results.

Data mining, the central activity in the process of knowledge discovery in
databases, is concerned with finding patterns in data. It consists of applying
data analysis and discovery algorithms that, under acceptable computational
efficiency limitations, produce a particular enumeration of patterns (or models)
over the data [1].

Classification is one of the primary tasks in data mining. It represents
the task of learning a target function (classification model) that maps each
attribute set to one of the predefined class labels [2]. In other words it consists
in assigning objects to one of several predefined categories.

The evaluation of the performance of a classifier is a complex process. The
inducer’s complexity, cost, usefulness, generalization error and success rate
should be taken in consideration when evaluating the predictive performance
for the learned model. The most well-known performance metric is the success
rate, which is based on counting the test records correctly and incorrectly
predicted by the classification model. These counts can be displayed as a
two-dimensional confusion matrix, with a row and column for each class.

The most important examples of classifiers from literature are: Decision
Tress, Näıve Bayes, Neural Networks, Association Rules, k-Nearest Neighbor
and Support Vector Machines. For solving our problem we chosen three dif-
ferent classifiers: Näıve Bayes, k-Nearest Neighbor and Decision Trees.

A Näıve Bayes classifier is a simple probabilistic classifier based on applying
Bayes’ theorem with strong (naive) independence assumptions.

Depending on the precise nature of the probability model, Naive Bayes
classifiers can be trained very efficiently in a supervised learning setting. In
spite of their naive design and apparently over-simplified assumptions, Naive
Bayes classifiers often work much better in many complex real-world situations
than one might expect [3].

An advantage of the Naive Bayes classifier is that it requires a small amount
of training data to estimate the parameters (means and variances of the vari-
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ables) necessary for classification. Because independent variables are assumed,
only the variances of the variables for each class need to be determined and
not the entire covariance matrix.

Instance-based (IB) learning methods simply store the training examples
and postpone the generalization (building a model) until a new instance must
be classified or prediction made. (This explains another name for IB methods
– lazy learning – since these methods delay processing until a new instance
must be classified).

K-nearest neighbor, an IB learning method, is a supervised learning algo-
rithm where the result of new instance query is classified based on majority
of K-nearest neighbor category. The purpose of this algorithm is to classify a
new object based on attributes and training samples. The classifiers do not
use any model to fit and only based on memory. Given a query point, we find
K number of objects or (training points) closest to the query point.

K-nearest neighbor (k-NN) method assumes all instances correspond to
points in the n dimensional space. The nearest neighbors of an instance are
defined in terms of the standard Euclidean distance.

Decision tree learning represents one of the simplest, yet most popular
methods for inductive inference. It has been successfully applied to a wide
variety of problems from medical diagnosis to air traffic control or the assess-
ment of credit risk for loan applicants. Its popularity is justified by the fact
that it has some key advantages over other inductive methods. First of all,
decision trees offer a structured representation of knowledge (as disjunction of
conjunctive rules). As a direct consequence, decision trees may be rewritten as
a set of “ if-then” rules, increasing human readability. Secondly, decision trees
are robust to errors, requiring little or no data preprocessing. Other important
features include the capacity of handling both nominal and numeric attributes,
as well as missing values and a good time complexity even for large data sets.

Structurally, a decision tree is a graph, whose inner nodes are “ branching
nodes” , because they contain some attribute test; the leaves contain the clas-
sification of the instance; the branches of the tree represent attribute values.
The tree classifies an instance by filtering it down through the tests at the
inner nodes, until the instance reaches a leaf.

The technique employed for building a decision tree is that of top-down
induction, which performs a greedy search in the space of possible solutions.
The first decision tree algorithm was introduced by J.R.Quinlan in 1986, and
was called ID3. A large proportion of the decision tree learners that have been

93
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developed since are improved variants of this core method; the most successful
of them was the C4.5 algorithm, also developed by Quinlan [4].

2. Data Analysis

We chose the well-known Weka environment as the data mining tool to
implement the experiment. Originally proposed for didactic purposes, Weka is
a framework for the implementation and deployment of data mining methods.
It is also an open-source software developed in Java, released under the GNU
General Public License (GPL), being currently available to Windows, MAC
OS and Linux platforms [7]. Weka contains tools for classification, regres-
sion, clustering, association rules, data visualization and works with .arff files
(Attribute Relation File Format) and also with files in .csv format (Comma
Separated Values).

The classifiers are the most valuable resource that Weka provides, and can
be used in a variety of ways, such as applying a learning method to a dataset
and analyzing its output to learn more about the data; or using learned models
to generate predictions on new instances; a third is to apply several different
learners and compare their performance in order to choose one for prediction.

We chose three datasets that contains the temperature values in June of
2007 to implement the experiment. A large amount of temperature variation
information, obtained by the data collection equipment, was recorded and
accumulated in the database of the SCADA system used.

The datasets used are presented in Table 1.

Dataset Number of instances
1-10.06.07 14403
11-20.06.07 14400
21-30.06.07 14397

Table 1. The datasets used in the experiment

Supervisory Control and Data Acquisition (SCADA) systems provide au-
tomated control and remote human monitoring of real world processes in many
fields as: food, beverage, water treatment, oil and gas, utilities.

The SCADA system is used to monitor and control a plant or equipment
and is a combination of telemetry and data acquisition. Data acquisition
deals with the methods used to access information or data from the controlled
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equipment while telemetry is a technique used in transmitting and receiving
this information over a medium.

SCADA has traditionally meant a window into the process of a plant and/or
a method of gathering of data from devices in the field. Today, the focus is
on integrating this process data into the actual business, and using it in real
time. In addition to this, today’s emphasis is on using Open Standards, such
as communication protocols (e.g. IEC 60870, DNP3 and TCP/IP) and ’off-
the-shelf’ hardware and software, as well as focusing on keeping the costs down
[6].

Concerning SCADA systems, there are at least two main issues: the relia-
bility of the system and the optimal management of the huge amount of data
being transferred to the SCADA server by the communication systems [7].

Our paper deals with the second issue and intends to contribute to a better
using of communication lines ant to an economy of storing space. One can ask:
all the time, all the acquired data are of the same importance for the plant
control? Maybe a preprocessing at sensor level and some decisions taken at
this level are better solutions than passing all the data to the server.

2.1. Data Preparation

The original data set included noisy, missing and inconsistent data. Data
preprocessing improved the quality of the data and facilitated efficient data
mining tasks.

Before the experiment, we prepared data suitable to next operation as
following steps:

• Delete or replace missing values;
• Delete redundant properties (columns);
• Data Transformation;
• Data Discretization;
• Export data to a required .arff or .csv format file [11].
The original and modified formats of data set are shown in Figure 1 and

Figure 2.

Data visualization is also a very useful technique because it helps to deter-
mine the difficulty of the learning problem. We visualized with Weka single
attributes (1-d) and pairs of attributes (2-d). The figure 3 shows the variation
of the temperature in time.
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Figure 3. Data visualization
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2.2.Data mining and interpretation of the results

A classification method was applied to assemble similar data points and
to predict numeric quantities. In particular, we attempted to discover useful
information and rules correlated to temperature values of the system in order
to discard what could be regarded as irrelevant.

Based on the proposed framework, we chose Näıve Bayes, kNN and J48
algorithms to implement classification. We tried to obtain clear results by
choosing a 20% split percentage, which means that about 20% records were
used as test data in the pre-implemented training process before classification
[11]. The classifiers will be evaluated on how well they predicted the percentage
of the data held out for testing. We want to determine which classifier is suited
for our data set.

We concluded that J48 Tree Classifier model has a higher level of classifica-
tion accuracy than the Näıve Bayes Classifier model, but the IBk algorithm is
more adequate to our data set. The final results of the classification techniques
are presented in the table below:

Dataset Classification accuracy
Näıve Bayes Classifier IBk Classifier J48 Tree Classifier

1-10.06.07 98,72% 99,93% 99,93%
11-20.06.07 99,44% 100% 100%
21-30.06.07 99,06% 100% 99,96%

AVERAGE 99,07% 99,98% 99,96%

Table 2. The accuracy of the classification methods

3. Conclusions and future works

Classifier performance evaluation is an important stage in developing data
mining techniques.

Our goal was to find the classifier that is suitable to the data set provided by
SCADA system. The highest level of accuracy was matched in IBk Classifier.
The three classes obtained after running the model allows a better optimization
of the transmitted data traffic and of the necessary data storing space and
projects the large amount of data to a lower dimensional space.
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On the data acquisition system level we can program the transmission of
warning and anomaly values and discarding normal values.

A future approach consists in a high sampling rate of data transmission
from the three classes.

We also propose to study other SCADA parameters (e.g. pressure) and to
develop one program that makes difference between acquisition system level
and local storage of the functioning modes.
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