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Abstract: Threshold-based methods are prevalent across numerous domains, 

with specific relevance to image binarization, which traditionally employs global 
and local threshold algorithms. This paper presents a novel approach to image 
binarization, where the capacity of neural networks is utilized not just for 
determining optimal thresholds, but also for combining multiple global 
thresholds sourced from existing binarization techniques. The primary objective 
of our method is to develop a robust binarization strategy capable of managing 
a wide array of image conditions. By integrating the strengths of various 
thresholding techniques, our approach aims to establish a significant connection 
between traditional thresholding methods and those underpinned by deep 
learning. 
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1. Introduction 

Image binarization, the conversion of a grayscale or color image into 
a binary image, has been a cornerstone in the field of computer vision for 
decades. It finds widespread applications in optical character recognition 
(OCR), document analysis, image segmentation, and beyond. Traditionally, 
this process involves the application of a threshold value to distinguish 
between the foreground and background of the image. 

Various thresholding algorithms, ranging from simple global 
thresholding to adaptive local techniques, have been proposed in the 
literature. Examples include Otsu's method (1979) in the global approach 
and for local Sauvola's method (Sauvola & Pietikäinen, 2000), which have 
demonstrated effective performance in different application scenarios. 
However, selecting an appropriate threshold that is versatile across diverse 
image types and quality remains a challenging task. 

In recent years, the advent of deep learning has unlocked a wealth of 
opportunities in the realm of image binarization. Convolutional neural 
networks (CNNs) and other deep learning architectures have shown 
remarkable proficiency in learning complex representations, providing us 
with the tools to tackle the intricacies of image binarization. 

This paper presents a novel approach to image binarization, where 
we leverage the capabilities of neural networks not just for learning an 
optimal threshold, but for combining multiple thresholds derived from 
existing binarization methods. The goal of this approach is to provide a 
more flexible and resilient binarization strategy that can handle a wider range 
of image conditions. Incorporating the strength of multiple thresholding 
techniques, our proposed method aims to bridge the gap between traditional 
and deep learning-based binarization methods. By training the network to 
make judicious use of different thresholds, we aspire to bring a new level of 
flexibility and adaptability to the process of image binarization. 

In the ensuing sections, we shall delve into the details of our 
approach, beginning with a brief review of existing binarization techniques 
and neural network models relevant to our work. We shall then describe the 
architecture of our neural network model and the method of combining 
thresholds. Finally, we will evaluate the performance of our proposed 
approach through rigorous experimental validations, demonstrating its 
efficacy and potential. 
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2. Related work 

The process of image binarization has been extensively studied, with 
a plethora of methods proposed to perform this task efficiently. Traditional 
methods primarily focus on selecting an appropriate threshold for 
binarization, while contemporary approaches employ more advanced deep-
learning models to perform this task. 

Within the realm of classical methods for image binarization, a 
significant area of interest is the domain of global thresholding algorithms. 
The underlying principle of these methods is the computation of a single, 
universal threshold that is applied uniformly across the entire image. This 
approach operates on the assumption that the image has a distinct division 
between the foreground and the background, which can be differentiated 
based on their intensity levels. 

Global thresholding algorithms have their roots in the early 
developments of image processing and continue to hold relevance due to 
their simplicity and computational efficiency. They are particularly effective 
when the image exhibits a bimodal histogram, i.e., distinct peaks 
corresponding to the foreground and background. 

Among these global thresholding methods, several have gained 
remarkable recognition for their effectiveness and wide applicability. This 
includes the following methods: Otsu (1979), Kittler & Illingworth (1985), 
Lloyd (1985), Sung et al. (2014), Ridler & Calvard (1978), Huang & Wang 
(1995), Ramesh et al. (1995), two variances of Li & Lee (1993), Brink & 
Pendock (1996), Kapur et al. (1985), Sahoo et al. (1997), Shanbha (1994), 
Yen et al. (1995), Tsai (1985). 

While these methods offer significant advantages, they are not 
devoid of limitations, particularly when dealing with images that have 
uneven illumination or lack a distinct separation between the foreground and 
the background. However, their contribution to the field of image 
binarization cannot be understated. In section 3.1 we delve deeper into the 
exploration of these global thresholding algorithms in order to showcase the 
input values for the proposed solution. 

Modern strategies for image binarization encompass a broad 
understanding of the inherent complexities of the task. These contemporary 
methods leverage advanced technologies, ranging from deep learning to 
traditional machine learning algorithms. This rich toolset provides versatile 
solutions that cater to the unique demands of image binarization.  

We investigate a variety of systems specifically designed for image 
binarization in our study. It's important to note that the application of these 
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methods extends beyond document images. They are also widely utilized in 
specialized domains such as medical imaging and biological studies. For 
example, in (Kodieswari, 2022) the authors proposed a solution that seeks to 
address current challenges in lung cancer detection. It begins by feeding 
human lung CT scans into a preprocessing stage, which is then followed by 
binarization to yield a binary image for cancer detection. The image is 
subsequently segmented, and each segment undergoes thorough analysis 
through feature extraction. They used a Convolutional Neural Network 
(CNN) to classify the identified tumor cells into malignant or benign 
categories with remarkable results - an accuracy rate of 95. 

In Xu et al. (2019) the solution proposed utilizes a deep learning 
model called U-Net for detecting biomarkers in medical images. It is known 
that U-Net has a tendency to undersegment the input without proper 
intensity thresholding. To mitigate this, the paper suggests combining U-Net 
with optimal Otsu thresholding. This approach demonstrated promising 
results. 

Another interesting work comes from the field of drone imagery 
(Zhu et al., 2021). The paper introduces a deep learning method for the 
automated inspection of infrastructure defects using drones (Zhu et al., 
2021). It employs hierarchical convolutional neural networks with feature 
preservation and iterative intercontrast thresholding for image binarization. 
The process involves integrating outputs from previous and current 
convolutional blocks to reduce information loss during down-sampling. A 
Contrast-Based Autotuned Thresholding method is then used to extract and 
cluster features. This technique proves effective for detecting surface cracks 
on roads, bridges, and pavements. 

Moving to document image binarization, alternative strategies 
employ classification-based approaches. Hamza et al. (2005) and Kefali et al. 
(2014) implemented a Multi-Layer Perceptron classifier (MLP), with the 
former using pixel labels from clustering and the latter classifying pixels 
based on the surrounding intensity values and overall image statistics. Afzal 
et al.'s strategy involved a 2D Long Short Term Memory (LSTM) network 
(Afzal et al., 2015), which notably reduced Optical Character Recognition 
(OCR) errors in comparison to Sauvola's method (Sauvola & Pietikäinen, 
2000). 

Approaches utilizing Convolutional Neural Networks (CNNs) have 
also been investigated. Pastor-Pellicer et al., for instance, used a CNN to 
classify pixels considering their surrounding intensity values (Pastor-Pellicer 
et al., 2015). Meanwhile, Wu et al. (2016) employed an Extremely 
Randomized Trees classifier that was trained utilizing an array of statistical 
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and heuristic properties retrieved from the pixel. For the broader challenge 
of semantic segmentation in natural images, Long et al. proposed a Fully 
Convolutional Networks (FCNs) (Li et al., 2020). Zheng and Chen have 
tried to improve prediction localization and consistency by combining FCNs 
with Conditional Random Fields (CRFs) (Chen et al., 2018; Zheng et al., 
2015). A breakthrough in the domain was brought by Tensmeyer et al with 
their approach to “binarization as a pixel classification” manner and a Fully 
Convolutional Network (FCN) architecture applied (Tensmeyer & Martinez, 
2017). The FCN is taught to optimize an ongoing iteration of the Pseudo F-
Measure metric, with a group of FCNs outperforming the winners of four of 
seven DIBCO competitions.  

Kang et al proposed a scenario where the aforementioned U-net 
model is integrated into a cascading construction called Cascading Modular 
U-Nets (CMU-Nets) (Kang et al., 2021). CMU-Nets comprise pre-trained 
modular components, offering a solution to the challenge posed by a limited 
quantity of training images. U-net model was used also in (He & Schomaker, 
2019) to understand the deteriorations present in document images. 

Calvo-Zaragoza and Gallego, introduce a solution that involves 
training a Selectional Auto-Encoder (SAE) (2019). The SAE can learn from 
start-to-finish conversion for image binarization using this method. 
Westphal et al use RNN to employ Grid LSTM to manage multidimensional 
input (2018). Another example of CNNs uses (CNNs) with multichannel 
images as input, employing wavelet analysis (Akbari et al., 2020). 

3. Approach of the proposed system 

This work introduces an innovative strategy for image binarization, 
where the power of neural networks is harnessed in a unique way. Instead of 
merely employing neural networks for discerning an optimal threshold value, 
we utilize them to amalgamate multiple threshold values which are derived 
from a range of existing image binarization techniques. This not only 
introduces a level of adaptability in our approach but also builds upon the 
collective strengths of established methods, hence offering a more 
comprehensive solution to the image binarization problem. This underscores 
the versatility of neural networks in handling complex tasks and presents an 
inventive angle to the image binarization process. 

3.1. The Employed Algorithms 

Building upon our prior discussion, the neural network operates on a 
set of 15 distinct threshold values. These values are meticulously derived 
from a diverse collection of established algorithms that feature prominently 
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in academic literature. In the following section, we will delve into a 
comprehensive introduction to these individual thresholding algorithms, 
shedding light on their function and significance in this context. 

The Otsu method (1979), a renowned global thresholding technique, 
is used to transform grayscale images into binary images by separating the 
foreground from the background based on intraclass variance minimization. 
The method calculates a threshold minimizing the weighted within-class 
variance in an image's grayscale histogram. The technique presumes the 
image contains two-pixel classes, foreground, and background, with a bi-
modal histogram, and it computes the optimal threshold separating these 
classes to minimize their combined spread or maximize their inter-class 
variance. The Otsu method's main advantage lies in its simplicity and 
efficiency, especially for images with a clear bimodal gray-level histogram. 
However, its performance may wane in complex situations where the two-
pixel classes assumption doesn't apply, or when the histogram isn't bimodal. 
Despite these limitations, Otsu's method remains a critical tool in image 
processing, specifically in image binarization. 

The Kittler & Illingworth thresholding method (1985), also known 
as Minimum Error Thresholding, is a common approach in image 
binarization. It establishes the threshold by framing the task as a statistical 
classification problem, minimizing the classification error between 
foreground and background pixel classes. The method employs an iterative 
process that uses a cost function based on class membership probabilities 
and misclassification cost. The cost function measures the number of 
misclassified pixels from each class, adjusted by the cost of misclassification. 
The algorithm cycles through potential threshold values and selects the one 
that minimizes the cost function. Distinct from Otsu's method which seeks 
to maximize between-class variance, Kittler's approach minimizes a cost 
function reflecting direct classification error. While it offers a robust 
thresholding strategy, especially useful for unimodal histograms or 
significantly noisy images, its efficacy can depend on the assumptions about 
pixel classes' statistical distributions and misclassification costs. 

Lloyd's method (1985) minimizes the mean squared quantization 
error to find the optimal threshold. Essentially, it works to lessen the 
variance between the original grayscale image and the final binary outcome. 
It operates iteratively, continuously adjusting the threshold value to 
minimize the mean squared error between the original image's gray levels 
and the assigned binary class values. Each iteration assigns each pixel to the 
nearest threshold and recalculates the threshold as the mean gray level of 
assigned pixels. The process iterates until the thresholds stabilize. Despite its 
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computational intensity due to the iterative nature of the method, Lloyd's 
approach can provide high-quality results, especially for images with intricate 
gray-level distributions.  

Sung et al. (2014) introduces a threshold selection criterion based on 
the within-class standard deviation. The optimal threshold is identified by 
minimizing this standard deviation. The experimental findings support the 
superiority of this method over existing algorithms in terms of performance. 
Put differently, this method reduces the bias of the optimal threshold. 

Ridler's & Calvard thresholding (1978), also known as the Iterative 
Self-Organizing Data Analysis Technique Algorithm (ISODATA), is a 
robust method for image binarization. The technique is based on an iterative 
process that successively refines an initially guessed threshold. The method 
starts with a preliminary threshold, often the midpoint of the grayscale 
range, and then calculates two means: one for all the pixels above the 
threshold, and one for those below. The next threshold is then determined 
by taking an average of these two means. This iterative process is performed 
until the threshold value stabilizes. The strength of Ridler's method lies in its 
simplicity and efficiency, making it suitable for a variety of applications in 
image processing and computer vision. 

Huang's & Wang thresholding (1995) applies a fuzzy partitioning of 
the histogram, utilizing the concept of fuzzy entropy. It measures the 
"fuzziness" of an image to determine the threshold value. This method is 
found to be particularly effective in images with blurred boundaries, as the 
fuzziness concept allows for some level of uncertainty and ambiguity, which 
is often the case with these images is an entropy-based method for 
calculating the threshold by maximizing the entropy within the image's 
foreground and background.  

Ramesh et al. thresholding (1995) is another entropy-based 
technique, but it extends upon Huang's method by incorporating a 
correction factor into the entropy calculation to account for variations in the 
histogram. This correction factor improves the method's robustness, 
particularly in the presence of noise or when the histogram has irregular 
peaks. 

Li's & Lee thresholding method (1993), also known as the Cross-
Entropy Thresholding, minimizes the cross-entropy between the original 
and thresholded images to optimize the threshold. This method offers a 
robust alternative to entropy-based thresholding methods, capable of 
handling a broader range of image conditions and histogram distributions. In 
the presented solution, we have two variations of this method - Li1 and Li2. 
Li1 uses an iterative approach to refine the threshold value and keeps track 



Broad Research in 
Artificial Intelligence and Neuroscience 

June 2023 
Volume 14, Issue 2 

 

66 

of foreground and background data for each potential threshold, which is 
computationally intensive but potentially more accurate. It also applies an 
offset for more accurate averages and log values in both the threshold 
refinement and confidence calculation. In contrast, Li2 calculates the 
threshold in a single pass by minimizing an optimality measure for each 
potential threshold. It calculates foreground and background data on-the-fly 
without storing it, and applies the offset only in the optimality measure 
calculation. This approach is potentially less accurate but more efficient. 
Both methods calculate a final confidence value, albeit differently. The 
choice between the two would depend on specific application requirements. 

Brink's & Pendock thresholding algorithm (1996) focuses on 
histogram shape, rather than pixel intensity values. It applies a gradient 
descent strategy on the histogram curve, starting from the peak and moving 
towards the lower-valued tail until a "valley" is found. This valley position 
represents the threshold. Brink's method is particularly effective for bimodal 
histograms where the two modes have significantly different peaks. 

Kapur's et al. thresholding (1985), also known as Maximum Entropy 
Thresholding, differs from Huang's and Ramesh's methods by increasing the 
sum of both the foreground and background entropies. This method 
assumes that a well-separated image will yield maximum information, 
thereby achieving optimal binarization. Kapur's approach has been widely 
adopted in applications dealing with multimodal or complex histograms. 

Sahoo's et al. thresholding technique (1997) is an entropy-based 
method that seeks to maximize the entropy of the histogram. Unlike other 
entropy-based methods, Sahoo's technique calculates the entropy of the gray 
level probabilities before and after the threshold, then adds these two 
entropy values together. The optimal threshold is the one that maximizes 
this sum. This method is particularly useful in scenarios where the image 
histogram is not clearly bimodal, providing a robust solution for images with 
complex intensity distributions. 

Shanhbag's thresholding (1994) is a unique approach based on the 
principle of moments preservation. The algorithm estimates the threshold by 
ensuring that the moments before and after thresholding remain the same. 
This method has been shown to be effective in various contexts, including 
images with complicated intensity distributions and noisy conditions. 

Yen's et al. thresholding method (1995), a derivative of the 
Maximum Entropy Thresholding, in which the threshold is calculated by 
maximizing the normal difference between the two sub-histograms 
produced by the thresholding process. By maximizing this normal 
difference, Yen's method ensures that the threshold effectively separates the 
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foreground and background of the image. It is recognized for its strong 
performance in handling a range of image conditions. 

Tsai's thresholding method (1985) is a versatile technique that 
operates based on the moment-preserving principle. Tsai's approach 
calculates the threshold by ensuring the preservation of moments in the 
thresholded image. This method has shown notable effectiveness in 
scenarios where the intensity distribution is complex or where noise is 
present, providing a practical tool for a variety of image binarization tasks. 

3.2. Datasets involved in the process 

We calculated the thresholds by employing a diverse selection of 
reputable datasets known for their use in image binarization research. The 
datasets incorporated in this process include: 

1. DIBCO (Document Image Binarization COmpetition): 
DIBCO (n.d.) is a popular dataset used in binarization 
competitions, containing a wide variety of document images with 
different types of noise and degradation. We used images from 
competitions between 2009 and 2019. 

2. H-DIBCO (Hellenic DIBCO) (n.d.): This dataset is a variant of 
DIBCO, also used in image binarization competitions. It consists 
of handwritten documents with different types of noise. 

3. NoisyOffice (n.d.): Benchmark dataset that is used for evaluating 
document image binarization methods. The dataset is comprised 
of document images with different types of artificial noise added 
to them, such as salt-and-pepper noise, Gaussian noise, and 
speckle noise, among others.  

4. The PHIBD (Printed Historical Indian Books Dataset) (n.d.)  is 
an extensive collection of images from historical Indian printed 
books. It offers a comprehensive platform for evaluating image 
binarization methods, given its diverse content including different 
languages, scripts, and degrees of degradation and noise. 

5. BICKLEY DIARY (Su et al., 2013): This dataset contains images 
of the Bickley Diary, a handwritten historical document. It is 
often used to evaluate the performance of binarization techniques 
on historical documents. 

6. Palm Leaf (Kingma & Ba, 2014) includes images of ancient palm 
leaf manuscripts. This dataset, characterized by complex 
backgrounds, fragmented character strokes, and varied leaf 
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textures and colors, provides a challenging platform to evaluate 
binarization methods against variable and difficult conditions. 

7. Nabucco is a dataset that includes 6500 letters and postcards. 
The images contain different alterations. 

Our study utilized a collected dataset comprising 1,195 images. These 
images were pre-processed and adjusted with gamma correction (the value for 
gamma is increased with 0.1 step in interval 0.5 – 2) and obtained 19,120 
images. The dataset obtained is employed for both the training and testing 
phases. For each image, a set of 15 thresholding values was computed utilizing 
the suite of algorithms previously delineated. Furthermore, a proprietary 
optimal threshold value was computed using a solution designed by our 
research team, serving as the ground truth for our system.  

To ensure rigorous testing and evaluation, we reserved 30% of the 
entire dataset as a test set. This partitioning strategy facilitates the validation 
of our model's learning efficacy and its capacity to generalize beyond the 
training data. It also allows us to quantitatively assess the performance of 
our system on unseen data, thereby providing a comprehensive view of the 
system's reliability and robustness. 

3.3. The deployed Neural Network 

The architecture under review constitutes a feed-forward artificial 
neural network, implemented via a Sequential model using Keras1 and 
TensorFlow2. This model enables the linear stacking of layers, where each 
layer has a single input tensor and a single output tensor. 

The initial layer in this model is a fully connected or Dense layer 
with 512 neurons. It employs the Rectified Linear Unit (ReLU) activation 
function, widely acknowledged for its capacity to counter the vanishing 
gradient problem prevalent in deep neural networks. The layer's input 
dimension is determined by the 15 features in the dataset. The model further 
incorporates two subsequent Dense layers, each containing 512 neurons and 
using the ReLU activation function. These layers autonomously infer their 
input dimensions from their predecessor, obviating the need for explicit 
specifications. The final layer of the network architecture is a Dense layer 
equipped with a single unit and a sigmoid activation function. The choice of 
the sigmoid function is particularly suitable for our case since our features 
are normalized, and we aim for the network's output to be a continuous 
value within the range of 0 to 1. 

                                                           
1 https://keras.io 
2 https://www.tensorflow.org 
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The training regimen for the neural network is established with a 
specification of 50 epochs with a validation split of 0.2 and a batch size 
accommodating 500 sets of 15 features each – equivalent to 500 images. 
These parameters, while fixed for the current study, offer scope for 
hyperparameter tuning to potentially further enhance the model’s 
performance. The training is conducted using the Mean Squared Error 
(MSE) as the loss function, which quantifies the deviation between the 
predicted and actual values. Lower MSE values signify better model 
performance, as they indicate that the model's predictions closely align with 
the actual values. Therefore, our primary objective during training is to 
minimize this error metric, thereby ensuring accurate and reliable predictions 
from our model. The neural network model's compilation process employs 
the Adam optimizer, a widely accepted optimization algorithm (Kingma & 
Ba, 2014).  

For each image in the dataset, we construct a lookup table that 
details the F-measure for various thresholding intervals based on the image 
histogram. This method provides a straightforward mechanism for 
evaluating the F-measure associated with any predicted threshold value. This 
approach allows us to validate and assess the efficacy of the predicted 
thresholds directly and efficiently. 

4. Evaluation 

We applied the trained model to our test dataset, and a selection of 
200 predicted values is illustrated in Figure 1. This visualization clearly 
reveals the alignment between our model's predicted values and the target 
values, demonstrating the model's ability to accurately estimate thresholds. 
The adherence of the predicted outcomes to the target values underscores 
the efficacy of our proposed neural network architecture in image 
binarization tasks. 

 

 

Figure 1. Thresholding values for 200 images in the dataset 
Source: Author's own conception 

The effectiveness of our neural network is quantified by calculating 
the mean squared error (MSE), a popular metric used to measure the average 
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of the squares of the errors. In this case, the MSE value yielded by our 
model is 0.03. This relatively low score indicates the model's effectiveness, 
demonstrating its capability to predict thresholds with a high degree of 
accuracy. The network loss is presented in Figure 2. 

 

 

Figure 2. Loss history of the model 
Source: Author's own conception 

The performance of the proposed regression neural network has 
been evaluated using several key metrics, with encouraging results observed 
across all measures, as presented in Table 1. The mean squared error (MSE), 
a fundamental measure of regression model performance, came out to be as 
low as 0.003. This suggests that our model predictions deviate very little 
from the actual values, highlighting its accuracy. Complementing the MSE, 
the root mean square error (RMSE) was calculated to be 0.054. The RMSE 
is particularly useful as it gives the deviations in the units of the target 
variable, thereby providing a more interpretable measure of error magnitude. 
The low RMSE value indicates a strong predictive performance of the 
network, with a low spread of the residuals. 

Furthermore, the model achieved an impressive R2 score of 0.94, 
indicating that our model explains 94% of the variance in the dependent 
variable that is predictable from the independent variables. This is a 
testament to the model's excellent goodness of fit. 

Lastly, the mean absolute error (MAE) was found to be 0.036. MAE 
provides a direct interpretation of how far off the predictions are from the 
actual values on average. Our model's low MAE suggests that, on average, 
the predicted threshold deviates only slightly from the actual value, 
reinforcing the strong performance of our proposed approach. 
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Altogether, these metrics provide substantial evidence of the 
proposed neural network's robust performance in predicting the image 
binarization thresholds. 

 

 MSE RMSE R2 MAE 

Proposed Model 0.003 0.054 0.948 0.036 

Table 1. Evaluation scores for the neural network 
Source: Author's own conception 

For the thresholding evaluation, we applied our model across the 
entire dataset to generate predicted threshold values. Leveraging the lookup 
table, we averaged the F-Measure of these predicted thresholds, achieving a 
result of 77.34. Considering we utilized exclusively global thresholding 
methods, this result is quite satisfactory.  

 

Method Ideal Otsu Kittler Lloyd Sung Ridler Huang 

F-Measure 81.75 67.11 64.56 63.65 61.68 64.88 53.06 

 

Ramesh Li1 Li2 Brink Kapur Sahoo Shabang Yen Tsai 

53.67 66.51 68.59 62.33 60.13 59.91 50.22 58.46 60.24 

Table 2. Scores for individual methods in the used dataset 
Source: Author's own conception 

As a point of comparison, the maximal value for optimal global 
thresholding is approximately 81.75% in the dataset we used, as presented in 
Table 2. The results predicted by the proposed solution surpass the 
individual method. Thus, our model's performance stands up favorably 
within this context. 
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5. Conclusions 

This study has successfully demonstrated the potential of neural 
networks in enhancing the robustness and adaptability of image binarization, 
a fundamental process in computer vision. By innovatively integrating 
multiple global thresholding techniques into the learning process, we've 
managed to navigate the complexity and variability of image conditions, 
underlining the pivotal role of deep learning methodologies. Our model, 
trained on a range of diverse datasets and evaluated with robust metrics, has 
achieved satisfactory results. Going forward, we aim to continue refining our 
approach and exploring more sophisticated architectures and algorithms to 
further elevate the process of image binarization. 
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