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Abstract 
Face orientation recognition is an important topic in computer vision and pattern recognition. Due 

to the non-rigid properties of faces, it is computationally expensive and difficult to achieve good 
recognition accuracy and robustness in face orientation recognition. In this paper, we propose an image 
mapping technique for face analysis in smart camera networks with a feature extraction and data from 
the facial feature. We estimate the face orientation angles in all camera views, based on the matched 
imaged data. Our objective is to obtain a set of facial structures which can work as landmarks for 
tracking and recognition of facial expressions. 
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1. Introduction 
Most face recognition and tracking techniques employed in surveillance and human-computer 

interaction (HCI) systems rely on the assumption of a frontal view of the human face. In alternative 
approaches, knowledge of the orientation angle of the face in captured images can improve the 
performance of techniques based on non-frontal face views. It broadly consists of three parts: first, the 
face is detected by Haar detection based face detection method; then the face is tracked robustly using 
four extracted facial features; and finally, the orientation of the face is estimated by using the tracking 
results obtained independently from the three trackers (Viola and Jones; 2001). First, we use Haar 
detection method to identify a face area from any picture. The accuracy of this methodology is higher 
than 90% and very reliable to detect faces, we develop a new algorithm for face orientation recognition. 
The algorithm based on the combination of four individual tracking-based face orientation estimators 
that are relied on the seven properties of the face in question respectively: the variation of face regions, 
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the deformation of face texture patterns, and the trajectory of face motion, Eyes position, mouth 
position, lip, and nose position (Chihaoui et al.; 2016) (Chutorian et al.; 2007). The combination is 
achieved by the make data in printed graph type images and compares images by image matching 
techniques. The algorithm is reliable and able to estimate face orientation efficiently. 

 
2. Problem statement 
Despite the success of the existing approaches/systems for extracting face’s characteristics 

using computer vision technologies, current efforts in this area focus on using only a single visual 
cue such as eyelid movement or line of sight or head orientation to characterize face’s state of 
alertness. The system relying on a single visual cue may encounter difficulty when the required 
visual features cannot be acquired accurately or reliably (Schiele and Sagerer; 2001). For example, 
faces with glasses could pose a serious problem to those techniques based on detecting eye 
characteristics. Glasses can cause glare and may be totally opaque to light, making it impossible for 
the camera to monitor eye movement. Furthermore, the degree of eye openness may vary from 
people to people. Another potential problem with the use of a single visual cue is that the obtained 
visual feature may not always be indicative of one’s mental conditions. For example, the irregular 
head movement or line of sight (like briefly look back or at the mirror) may yield false alarms for 
such a system. All those visual cues, however imperfect they are individual, if combined 
systematically, can provide an accurate characterization of a face’s level of vigilance. It is our belief 
that simultaneous extraction and use of multiple visual cues can reduce the uncertainty and resolve 
the ambiguity present in the information from a single source. The system we propose can 
simultaneously, non-intrusively, and in real-time monitor several visual behaviors which usually 
characterize a person’s level of alertness while driving (Tian et al.; 1999). These visual cues include 
eyelid movement, pupil movement, and face orientation. The fatigue parameters computed from 
this visual cue are subsequently combined probabilistically to form a composite fatigue index that 
can robustly, accurately, and consistently characterize one’s vigilance level (Zhu et al.; 2004). 

 
3. Methodology  
The methodology is composed of two main phases such as Face Feature Extraction and create 

graph image and Matching Graph image with stored images. 
 
3.1. Face Feature Extraction 
It consists of four sequential steps such as Face Detection, Feature Extraction, gets features 

data and Creates image with these data. 
 
3.1.1. Face detection 
The core basis for Haar classifier object detection is identifying the Haar-like features. First, 

Haar classifier cascades are trained for detecting human facial features, such as the mouth, eyes, and 
nose (Wilson and Fernandez; 2006) (Chihaoui et al.; 2016). To train the classifiers, this gentle 
AdaBoost algorithm and Haar feature algorithms must be implemented (Zhu et al.; 2004). Intel 
developed an open source library devoted to easing the implementation of computer vision related 
programs called Open Computer Vision Library. OpenCV is designed to be used in conjunction 
with applications that pertain to the field of HCI, robotics, biometrics, image processing, and other 
areas where visualization is Important and includes an implementation of Haar classifier detection 
and training (Wanjale et al; 2013). To train the classifiers, two set of images are needed. One set 
contains an image or a scene that does not contain the object, in this case, a facial feature, which is 
going to be detected. This set of images is referred to as the negative images. The other set of 
images, the positive images, contain one or more instances of the object. The location of the objects 
within the positive images is specified by image name, the upper left pixel, the height, and width of 
the object. For training, facial features 5,000 negative images with at least one megapixel resolution 
are used for training (Niese et al.; 2006). These images consisted of everyday objects, like paper 
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clips, and of natural scenery, such as photographs of forests and mountains. To produce the most 
robust facial feature detection possible, the original positive set of images needs to be representative 
of the variance between different people, including, race, gender, and age. A good source for these 
images are the National Institute of Standards and Technology’s (NIST) and the Facial Recognition 
Technology (FERET) database. This database contains over 10,000 images of over 1,000 people 
under different lighting conditions, poses, and angles (Wilson and Fernandez; 2006). In training 
each facial feature, 1,500 images were used. These images were taken at angles ranging from zero 
to forty-five degrees from a frontal view. This provides the needed variance required to allow 
detection if the head is turned slightly. Three separate classifiers were trained, one for the eyes, one 
for the nose, and one for the mouth. Once the classifiers were trained, then it used to detect the 
facial features within another set of images from the FERET database. The accuracy of the classifier 
was then computed as shown in Table 1. Except for the mouth classifier, the classifiers have a high 
rate of detection. However, as implied by, the false positive rate is also quite high. 

 
Table 1. Accuracy of Classifiers 
 

Facial Feature Positive Hit Rate Negative Hit Rate 
Eyes 93% 23% 
Nose 100% 29% 

Mouth 67% 28% 
 

3.1.2 Feature extraction 
The first step in facial feature detection is detecting the face. This requires analyzing the entire 

image. The second step is using the isolated face(s) to detect each feature. The result is shown in Figure 1. 
Since each portion of the image used to detect a feature is much smaller than that of the whole image, 
detection of all three facial features takes less time on average than detecting the face itself. Using a 
1.2GHz AMD processor to analyze a 320 by 240 image, a frame rate of 3 frames per second was 
achieved. Since a frame rate of 5 frames per second was achieved in facial detection only by using a much 
faster processor, regionalization provides a tremendous increase in efficiency in facial feature detection. 

 

 
 

Figure 1. Face area detection 
 

3.1.3. Get features data 
Because of facial symmetry, the horizontal pose can be estimated with positions of both 

eyes about the face. Our technique is dependent on four features of a face: Right Eye, Left Eye, 
Mouth, and Nose. It uses respective distance and size of these features for finding the orientation of 
the faces. One of the most important phase is to get the positions, size, height, width, angle of these 
features respective to faces. 
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3.1.4 Create image from data  
Using these data, it creates a new picture and uses these data as a starting point for drawing. 

By using the data, it gets a model and shape of face without color and facial expression (Gourier et 
al.; 2004), such as Figure 2. It got a model of faces using these features. 

 
Figure 2.  A Sample Image from extracted feature 

 
3.2. Matching Graph image 
It calculates two images from all pixels, and calculates the distance between two images’ 

pixels. After summing up the distance using a threshold point it determines whether the images can 
match or not. If the images are close to the stored image, it passes as recognized. If image A1 has a 
black point Xa and Ya and the reference image R1 has a black point is Xr and Yr, then our 
calculated distance is:   )()( YrYaXrXa  .  

 
3.2.1 Orientation Recognition 
After matching the images with the reference image, it gets the nearest orientation matches and 

they could be Font left, Font right, Down-left, Down Right, Up left, Upright, Font Straight, Up Straight, 
Down Straight. Initially, some constraints must be satisfied to realize a successful correct matching. The 
facial regions, concerned on eyes and nose points, have the following characteristic: if there is almost 
one missing point for the region of the same type then the comparison will be performed. There must be 
the same number of feature points for both eyes and nose separately. If this condition is satisfied then a 
new comparison will be performed. 

 
4. Experimental Analysis  
The methodology of our experimental method is described in Figure 3 below. 

 
 

Figure 3. The methodology flowchart 
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It helps to write our code in C# and to make an application in dot net framework, which 
collects facial images using a webcam/or other video grabbing tools. Then it implements Haar 
detection to extract facial features and to draw image pattern for matching both images. 

 
5. Results 
We list below our results (Figures 4 and 5) supported by Table 2. 

 
Figure 4. Sample image data 1 

 
 And for frontal we get as (Figure 5): 
 

 
 

Figure 5. Sample Image data 2 
 
 After image matching, we got a positive result at 93% times, for 1000 random sample 
images tested on the nine criteria of orientation. 
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Table 2. Statistics of our matching Result 
 

Face 
orientation 

Total Missed Positive Success 
Rates 

Font 
Straight 

150 4 144 99% 

Up Straight 110 20 90 92% 

Down 
Straight 

100 23 77 77% 

Font left 100 12 88 88% 

Font Right 120 18 102 82% 

Up left 120 21 89 91% 

Up right 115 22 93 95% 

Down right 100 38 62 62% 

Down left 95 44 51 54% 

 
5.1. Comparisons with other Methods 
If we make a comparison with three other models, some of these technologies are 

Multimodal Head estimation, Collaborative Face Orientation Detection. Estimating Face orientation 
is derived from Robust Detection of Salient Facial Structures. Table 3 shows the percentages of 
failing to recognize pose. 

 
Table 3. 

 
 
 If we consider only the down face type result (that is, the negative impact on our feature), 
then the graph of failure rate of our method is higher than other (Table 4). 
 
Table 4. 

 
 
 However, if we consider without the down face type result, then the graph of failure rate of 
our method is lower than other as shown in Table 5. 
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Table 5. 

 
 
 As a consequence of our experimental results, our method has a highly improved 
performance when we do not consider downside pose. 
 

6. Conclusion 
Template matching is a fundamental task in the field of image processing because it is 

applicable to numerous different tasks such as object detection and categorization due to its 
simplicity of implementation. However, some authors also provide the different algorithm for 
simultaneous face detection, landmarks localization using deep convolutional neural networks 
(CNN), which can locate global and local information in faces (Ranjan et al.; 2016). Some authors 
also suggest the idea of normalizing the salient areas to align the specific areas (Liu et al.; 2017). In 
this paper, we propose an image matching technique with increased success rate of getting proper 
pose estimation for human faces. It could be used for artificial intelligence, and game controller 
development, also can be used in traffic control and robot development. Also, our method is more 
improved and faster, it needs less stored data and can work faster in a short period of time. 
Currently, several profit, non-profit organizations are working on face recognition from video 
evaluation. NIST (National Institute of Standards and Technology) are also working on accuracy 
and speed of face recognition algorithms applied to the identification of the persons appearing in the 
video (Grother et al.; 2017). 
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