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1. Introduction  

The education system presently represents a landscape enriched by a continuous massive amount 
of data generated in a different format daily. Embedded in this data is valuable and helpful 
information. Discovering and extracting this information from a large amount of data is one of the 
benefits that opinion mining and sentiment analysis can give. Opinions and sentiments that students 
express are valuable information that can be used for analyzing the opinion of students about teachers, 
courses, and topics. Though opinion mining and sentiment analysis appear similar, they vary slightly 
from each other. Opinion means extracting and analyzing individuals’ opinions about a particular 
subject, while sentiments analysis refers to finding sentiment words or phrases that exhibit emotion. 
In this paper, we used both techniques interchangeably. Sentiment/opinion polarity (positive, negative, 
or neutral) signifies someone's opinion toward a subject, while emotions represent someone’s feelings 
toward a subject. This paper presented a systematic review of sentiment analysis on students’ 
feedback. The aim is to evaluate and present a general summary of research findings and implications 
for research and practice. This is needed to provide updates concerning the state of research, identify 
well-researched areas, reveal lagging areas that need further research, and understand similar 
challenges. 

The remaining part of this paper is in the following order; “Background and related work” which 
gives information on how sentiment analysis has been used on students’ feedback. “Research 
methods,” which discussed the adopted research methodology. “Result,” which shows the findings of 
the study. The “Identified gaps and challenges” section presents the challenges in the reviewed papers 
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on sentiment analysis of student feedback. The “limitation of the review” section shows the limitation 
of the study, while the paper is concluded in the “conclusion and future work” section 

2. Background and Related Work  

2.1. Background 

Many theories regarding emotion detection and analysis have been established since the 1960s. 
The study conducted by [1] grouped emotions into eight groups which are joy, anticipation, anger, 
disgust, fear, trust, surprise, and sadness. Documents, sentences, and words are different levels in 
which sentiment analysis can be carried out. However, due to documents, handling sentiment 
manually is imperial. For this reason, automatic data processing is required. Natural Language 
Processing (NLP) can be used on text-based sentiment analysis or document-level corporal. Most 
studies identified in the research up to 2016–2017 used only NLP methods, such as sentiment 
analytical techniques based on lexicons and dictionaries. Those papers rarely made use of traditional 
machine learning classifiers. Both recognition and classification of sentiment have recently changed 
from purely NLP-based techniques to deep learning-based models, and the number of papers recently 
published on the study issue has dramatically grown. Recently, the popularity and relevance of student 
feedback have risen, especially during the COVID-19 pandemic when most educational institutions 
shifted from traditional face-to-face interaction to an online format. The amount of new research 
indicates that there is a growing interest in using NLP or machine learning techniques for sentiment 
analysis in the area of education. To the best of our knowledge, the literature body lacks a review that 
systematically classifies and categorizes research and outcomes by showing the frequencies and 
summaries of publications and trends to determine the state of evidence in education. In order to carry 
out a systematic review, this article uses a process structure to respond to research questions. In 
particular, we created several research questions that address general concerns about the researched 
sentiment analysis elements, models, methodologies, and trends in assessment metrics in the teaching 
and learning community. 

2.2. Related Work 

According to past studies, one study [2] on sentiment analysis (SA) in education concentrated on 
identifying the methodologies and tools utilized in SA and the significant importance of using SA on 
educational data. Our study is an expanded version of this research. Therefore, data from different 
sources, including bibliographic sources, research trends and patterns, and the most current SA tools, 
is provided. A summary of sentiment analysis techniques for education was presented in a review 
study by [3]. For multimodal fusions, the authors of this study presented a sentiment detection and 
assessment framework. Our review paper seeks to cover all issues related to the sentiment analysis of 
educational content, focusing on textual information systematically instead of the text, audio, and 
visual signals focused in [3]. 

Additionally, we provide a detailed review of current approaches used for sentiment discovery 
along with the results they achieved. Similar to [4], which reviewed the research journals of SA on 
education data and helped identify areas for further study, the writers of [4] cover subjects like the 
building of sentiment analysis systems, the examination of topics that are relevant to students, the 
analysis of teachers' teaching ability, etc., from about 41 related published research. 

In contrast, we first screened 618 research papers from various publications and conferences before 
conducting our scientific literature review analysis. In this study, we finalized and incorporated 59 of 
the most relevant and excellent scientific publications published from 2014 to 2023. The primary goal 
of this work is to systematically compile all of the material currently available on sentiment analysis 
of educational data in one place. Such review studies are very beneficial for readers in this domain.  
This review study will help researchers, academicians, and practitioners interested in sentiment 
analysis and quality assurance in education. 

3. Method 

The method adopted in this study is a systematic literature review of tools and technologies used 
in analyzing student opinion in higher education by adopting [5] and [6] as models. 
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3.1. Research Question 

The research questions (RQs) devised for this study were as follows: 

• RQ1. What are the most explored aspects of education concerning sentiment analysis? 

• RQ2. Which techniques and models are extensively researched for using sentiment analysis in 
education? 

• RQ3. What are the most common metrics for measuring the effectiveness of sentiment analysis 
systems? 

• RQ4. What are the most popular methods for gathering student feedback? 

3.2. Search String 

To create a good search string, you must structure your keyword phrase regarding comparison, 
intervention, population, and outcome [5]. Relevant papers were obtained by constructing a search 
phrase using keywords based on the previously stated research question. Seven (7) common database 
indexes, Scopus, EBSCOhost, Science Direct, IEEE Xplore, Web Science, SpringerLink, and ACM 
DL, were used to conduct the searches. The search strings are eleven (11) in total; they are “sentiment 
analysis”, “opinion mining”, “technologies used in sentiment analysis”, “sentiment analysis 
framework”, “sentiment analysis algorithms”, “sentiment analysis tools”, “students’ feedback”, 
“teacher assessment”, “feedback assessment”, “learners’ feedback sentiment analysis reviews” and 
“quality assurance”. 

3.3. Data Sources 

Choosing from broad and standardized databases is more practical as research gets more 
multidisciplinary, international, and interactive. The following databases were consulted: 

• Scopus: Scopus is a database launched in 2004 and includes citations and abstracts for academic 
journal articles. It provides a thorough picture of the world's scientific, technical, medical, and 
social research output and contains over 36,377 publications from over 11,678 publishers. It is 

the most extensive database of peer-reviewed literature citations and abstracts. 

•  ScienceDirect: This database is Elsevier's top information resource for students and information 
professionals. It offers open and subscriber access to a sizable database that combines credible, 
proper scientific, technical, and healthcare papers with clever, user-friendly features. It has over 
35,000 books and over 14,000,000 publications from over 3,800 journals. 

• EBSCO: Researchers can access various comprehensive and bibliographic databases through 
EBSCOhost, which again offers digital journal services for academic and corporate researchers. 
Over 900,000 high-quality e-books and publications, 16,711 indexed journals, 14,914 of which 
come from peer-reviewed sources, over 60,000 recordings, and more than 1500 prominent 
academic publishers are all included. 

• IEEE Xplore: This database is a research resource for finding and accessing conference 
proceedings, journal articles, and documents relating to computer science, electronics, and 
electrical engineering. IEEE Xplore has over 300 peer-reviewed journals, 1,900 international 
conferences, over 11,000 technical standards, approximately 5,000 e-books, and more than 500 
online courses. 

•   Web Science: This platform, formerly known as Web of Knowledge, is a platform with a paid 
subscription that gives users access to several databases with reference and citation information 
from conference proceedings, academic journals, and other publications in various academic 
subjects. 

•   SpringerLink: This database is the most extensive online library of books, journals, series, 
protocols, and reference materials for science and technology. The database provides millions of 
scientific documents to researchers. 

•   ACM DL: The ACM DL is a database for research discovery that contains a Full-Text collection 
of publications, including books, journals, conference proceedings, technical magazines, and 
newsletters. 
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3.4. Data Retrieval 

Most high-impact journals and conferences are indexed in this collection of comprehensive 
databases. The eleven (11) search words were joined using Boolean 'OR'. As displayed in Table 1, 
3,392 articles from the seven databases were retrieved.. 

Table.1 First search string result 

 Scopus ScienceDirect EBSCOhost IEEE 

Xplore 

Web 

Science 

SpringerLink ACM 

DL 

Total 

Number 

of 

papers  

821 437 681 576 465 268 144 3,392 

 

The search was further streamlined by restricting it to computer science-related papers and papers 
published between 2004 and 2023. At this point, 618 papers remained after a total of 2,774 papers 
were removed, as displayed in Table 2. 

Table.2 Second search string result 

 Scopus ScienceDirect EBSCOhost IEEE 

Xplore 

Web 

Science 

SpringerLink ACM 

DL 

Total 

Number 

of 

papers  

129 89 92 99 82 73 54 618 

 

After the second search, we went through the titles of the 618 remaining papers and discovered 
that only 292 have relevant titles, as shown in Table 3. 

Table.3 Papers with relevant titles 

 Scopus ScienceDirect EBSCOhost IEEE 

Xplore 

Web 

Science 

SpringerLink ACM 

DL 

Total 

Number 

of 

papers  

69 44 51 34 41 31 22 292 

 

Next, we went through the abstracts and introduction of the papers with relevant titles to know if 
they were at variance with our research questions that had earlier been stated. The papers’ citations 
were exported to Microsoft Excel to facilitate analysis, and three categories were used to classify the 
papers. These categories are “relevant”, “partially relevant,” and “not relevant”. The relevant papers 
were marked with a green, the partially relevant papers were marked with yellow, and the not-relevant 
papers were marked with red. At this point, 88 papers were determined to be “relevant,” 74 papers to 
be “partially relevant,” and 130 papers to be “irrelevant”. After a rigorous review of the abstracts, 233 
publications were eliminated based on the exclusion criteria, leaving 59 papers, as indicated in Table 
4, for qualitative evaluation according to the study questions. 

Table.4 Final selection result 

 Scopus ScienceDirect EBSCOhost IEEE 

Xplore 

Web 

Science 

SpringerLink ACM 

DL 

Total 

Number 

of 

papers  

13 10 11 6 8 7 5 59 

3.5. Eligibility Criteria 

3.6. Inclusion Criteria 

Papers from peer-reviewed conferences, journals, workshops, and between 2014 and 2023 were 
included. Additionally, in cases where there were publications with identical studies and outcomes, 
the most current papers were chosen. 
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3.7. Exclusion Criteria 

Papers not written in English, unrelated to sentiment analysis, and whose contributions to the work 
are not explicitly stated in the abstract were excluded from the reviewed papers in this study. 

4. Results and Discussion 

The study's results are now presented about the research questions that guided the conduct of the 
systematic literature review. 

• RQ1. What are the most investigated aspects in the education domain concerning sentiment 
analysis? 

Students' opinions help them gain essential knowledge on different educational entities, such 
as lecturers, institutions, classes, and teaching approaches involving these entities. Recognizing 
these aspects as they are expressed in students' textual remarks is crucial because it helps 
decision-makers take the necessary steps to address them specifically. In this context, we looked 
at and categorized the reviewed articles according to the issues the authors wanted to look into. 
Specifically, we discovered three groups and associated teaching aspects that were the focus of 
these studies research. The first group of researchers looked at how students responded to 
different qualities of their teachers, such as their knowledge, behavior, pedagogy, etc. The second 
group includes publications addressing other facets of the three distinct entities: courses, teachers, 
and institutions. Course-related features include tuition costs, the campus, student life, and other 
characteristics connected to the institution entity. Course-related aspects comprised dimensions 
like course content, course structure, and evaluation. 

Meanwhile, the third group includes Papers examining the perspectives and attitudes of 
students toward institutional entities. From our findings, as illustrated in Table 5, we found that 
76% of the papers reviewed were based on extracting students’ thoughts, opinions, and attitudes 
toward teachers, and 16% were based on extracting students’ opinions toward courses and 
institutions. In contrast, the remaining 8% were based on extraction student opinion towards the 
institution. 

Table.5 Student Feedback Aspects Examined in the Reviewed Papers 

Students’ opinion Towards Teacher Towards Institutions Toward courses and 

institutions 
Percentage  76% 8% 16% 

 

• RQ2. Which techniques and models are extensively researched for using sentiment analysis 
in education? 

 Various techniques and models have been used to conduct sentiment analysis. These 
techniques are generally classified into three groups: supervised learning, unsupervised learning, 
and lexicon-based techniques. While some researchers decide to use either supervised, 
unsupervised, or lexicon-based techniques, others decide to use a hybrid of two primary 
techniques. Table 6 shows the learning techniques used for sentiment analysis in the area of 
education. 

Table.6 Learning techniques used for sentiment analysis in the education domain 

Learning Techniques Papers 
Supervised  [7], [8], [9], [10], [11], [12], [13], [2], [14], [15], [16], 

[17], [18], [19], [20], [21], [22], [23], [24], [25], [26], 

[27], [28], [29]. 

Unsupervised [30], [31], [32], [33], [34]. 

Lexicon-based  [35], [36], [37], [38], [39], [40], [41], [42], [43], [44], 

[45], [46], [47]. 

Supervised and unsupervised [48], [49], [50], [51]. 

Supervised and lexicon-based  [52], [53], [54], [55], [56], [57], [58], [59], [60], [61]. 

Unsupervised and lexicon-based  [62], [63], [64]. 
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 Table 7 emphasizes supervised learning models wildly studied for sentiment analysis in 
education. These models include the Decision Tree (DT), Support Vector Machine (SVM), K 
Nearest Neighbor (KNN), Naïve Bayes (NB), and Neural Network (NN). 

Table.7 Supervised learning models that are wildly studied for sentiment analysis in the 

 education domain 

Supervised learning models  Papers  
DT [7], [16], [18], [19], [24], [25], [41], [56], [59]. 

SVM [2], [7], [8], [9], [12], [15], [16], [17], [19], [20], [21], 

[24], [25], [38], [41], [48], [51], [52], [56], [57], [59], 

[60], [64]. 

KNN [9], [15], [18], [19], [23], [52], [64].  

NB [9], [12], [15], [16], [17], [20], [21], [22], [23], [24], 

[25], [26], [34], [38], [41], [51], [52], [56], [57], [58], 

[59], [64], [65]. 

NN [9], [11], [13], [14], [17], [19], [23], [38], [41], [59], 

[61]. 

 

 Additionally, as shown in Table 6, lexicon-based learning approaches, also called rule-based 
sentiment analysis, were frequently used in several research studies and were frequently linked 
to either supervised or unsupervised learning techniques. We observed that the Valence Aware 
Dictionary and Sentiment Reasoner (VADER) and Sentiwordnet were used far more frequently 
than TextBlob, MPQA, Sentistrength, and Semantria in Table 8 list of the most commonly used 
lexicons elaborated among the examined publications. 

Table.8 Frequently used lexicons 

Lexicon-Based Papers  

VADER [36], [38], [42], [43], [48].  

Sentiwordnet [46], [56], [57], [65]. 

Semantria [45], [58]. 

Sentistrength [44]. 

TextBlob [38], [49]. 

MPQA [20]. 

 

• RQ3. What are the most common metrics for measuring the effectiveness of sentiment 
analysis systems? 

Systems designed for sentiment analysis were commonly evaluated using metrics based on 
information retrievals such as precision, F1-score, and recall. Additionally, other research used 
measures based on statistics to evaluate the precision of systems. 

Comparing the number of articles that utilized a certain assessment measure to evaluate the 
performance of systems with the number of articles that either performed no evaluation or chose 
not to stress the employed metrics is highly intriguing. Table 9 shows the percentage of articles 
defined for each assessment metric. 

Table.9 Percentage of evaluation metrics applied in the reviewed papers 

Evaluation 

metrics 

Information retrieval-

based metrics 

(accuracy, precision, 

f1-score, and recall) 

Kappa Pearson R-

value 

N/A 

Papers (%) 67% 4% 3% 26% 

 

Table 9 shows that 67% of the publications featured accuracy or other evaluation metrics such 
as precision, recall, and F1-score. On the other hand, Kappa was employed in just 4% of the 
research, while Pearson's R-value was 3%, and no assessment metrics were specified in 26% of 
the research. 
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• RQ4. What are the most popular methods for gathering student feedback? 

While reviewing the papers in this study, we found different data sources and divided them 
into three categories based on their characteristics. These categories are: 1) 
Questionnaires/Survey: This dataset category was collected by providing questionnaires to gather 
student feedback or conducting a survey among teachers and students. 2) Social media and blogs: 
This category of dataset comprises data that are collected through social media platforms like 
Facebook, Twitter, and blogs. 3) Education/research platforms: In this dataset category, data are 
extracted through online education and research platforms such as edX, Coursera, ResearchGate, 
Kaggle, and LinkedIn. 

Based on the reviewed paper, just about a third of the papers disclosed the data source while 
about one-third did not disclose information about the source of the dataset collected. A tabular 
representation of these papers and dataset source is shown in Table 10. 

Table.10 Dataset sources that the reviewed papers have used 

S/N Category of dataset  Papers  Description  
1 Questionnaires/ Surveys  [7], [10], [19], [22], [23], 

[29], [30], [31], [35], [40], 

[42], [43], [51], [52], [57], 

[58], [59], [61]. 

This dataset category was 

collected by providing 

questionnaires to gather student 

feedback or conducting a 

survey among teachers and 

students. 

2 Social media and blogs [12], [21], [32], [34], [39], 

[41], [46], [47], [48], [59], 

[60], [62], [64], [66]. 

This category of dataset 

comprises data that are 

collected through social media 

platforms like Facebook, 

Twitter, and blogs  

3 Research platforms/Education [8], [9], [13], [24], [25], [26], 

[28], [50], [56]  

This dataset category extracts 

data through online education 

and research platforms such as 

edX, Coursera, ResearchGate, 

Kaggle, and LinkedIn. 

 

4.1. Identified Gaps and Challenges 

We observed that some areas in students’ feedback sentiment analysis need more research and 
development. One of these areas from RQ1 is the use of figurative speeches from students’ feedback, 
such figurative speeches include the use of irony and sarcasm. This area is lacking and in need of 
further studies. In RQ2, we observed that most domain-specific techniques do not perform well in 
multiple domains. Another challenge from RQ2 is an inability to handle complex constructs such as 
abbreviations and words with multiple meanings. In RQ4, most of the datasets in the reviewed paper 
are unstructured. Therefore, identifying the leading entities to which the sentiments were directed is 
not feasible until applying an entity extraction model, which limits the application of the existing 
dataset. 

4.2. Limitation of The Review 

As authors explore papers from Scopus, Science Direct, EBSCO, Web Science, IEEE Xplore, 
ACM DL, and SpringerLink, relevant papers from other databases may have been missed. Also, the 
research team analysis was done based on the selected papers that were reviewed, while other research 
has been done concerning techniques and methods as well as technologies and tools employed in 
sentiment analysis. 

5. Conclusion 

From our review study, we were able to identify the significant student feedback aspects in 
sentiment analysis, and based on the paper reviewed, we observed that the highest rate, which is 76% 
are towards teacher while only 8% are towards institutions, and the remaining 16% are towards 
courses and institutions. Furthermore, we identify five (5) techniques that are majorly researched for 
using sentiment analysis in education, and these techniques include supervised learning, unsupervised 
learning, lexicon-based, supervised & lexicon-based, and unsupervised lexicon-based. The supervised 
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learning approach also identified five (5) machine learning algorithms. These algorithms include 
Decision Tree, Support Vector Machine, K-Nearest Neighbor, Naive Bayes, and Neural Network. The 
lexicons associated with the lexicon-based approaches from the reviewed papers are VADER, 
Sentiwordnet, Semantria, Sentistrength, TextBlob, and MPQA. Also, we identified the most common 
metrics for measuring the effectiveness of sentiment analysis systems: information retrieval-based 
evaluation metrics (such as Accuracy, Precision, F1-score, and Recall), Kappa, and Pearson R-value. 
We observed that 26% of the papers reviewed did not use any evaluation metrics, while a high 
percentage (67%) used Information retrieval-based evaluation metrics, while Kappa and Pearson R-
value were reviewed by 4% and 3%, respectively. Finally, we identified the most popular methods for 
gathering student feedback through questionnaires/survey, social media and blogs, and 
education/research platforms. 

5.1. Further Work 

Based on the challenges and gaps identified in the revised paper, we recommend future research 
on the following aspects. 

• Dataset size and structure: the majority of the papers revised in this research used a small 
dataset with less than five thousand samples, which affected the results [67], so future 
research can work on larger datasets to make the result more reliable. Also, a structured 
feedback dataset is needed via a survey and questionnaire, rather than the unstructured 
format used. 

• Emotion Detection: Only a few articles that were reviewed focused on detecting students’ 
emotions for sentiment analysis. Thus, we recommend future work that considerss using 
students’ emotional expressions as feedback for student sentiment analysis. 
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