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In the previous works a systematic analysis of swarming processes, accompanied by particles aggregation with 
formation of high-order clusters in dispersed flows, has been carried out. As a result of the analysis, it was 
proposed to consider three main swarming mechanisms. However, only the inertial mechanism was previously 
considered in detail. In submitted work, this approach has been firstly adapted to simulating swarming according 
the attractive mechanism in dispersed system with allowance for the aggregation process. The research novelty, 
peculiarity and originality of this development lie in that the phenomenon of swarming, accompanied by 
aggregation, arising under influence of attraction centers, is modeled using a special probabilistic calculation 
scheme that is allowing to offer a universal approach to modeling attractive swarming under different physical 
nature of interaction. The paper presents the algorithm, results of numerical experiments and gives their brief 
interpretation. The results of numerical experiments have shown that the phenomenon of attractive swarming 
can significantly reduce the efficiency of the device, because up 4 to 50 % of the volume of the apparatus may 
be excluded from work during the process period. 

1. Introduction  
The nature of attractive swarming can be very diverse (Aibara et al., 2020). This is due to the complexity of the 
concept of swarming itself (Kim et al., 2015). In essence, swarming arises as a manifestation of self-organization 
phenomena in complex non-equilibrium systems (Carranza and Coates, 2000). In real physical systems, 
attractive swarming can arise due to the attraction of particles in a disperse system to certain centers (Villa et 
al., 2020) or regions of attraction localized in a volume (Rütschlin and Böttcher, 2020). Attractive swarming can 
also be caused by the concentration gradient of some substance in the area of motion of the particle system 
(Su et al., 2018). In biological systems (Brückner et al., 2019), attractive swarming can be caused by movement 
in the direction of some bait (Rocha-Gregg and Huttenlogher, 2021) or following the leader (Be’er and Ariel, 
2019). 
Recently, the concept of swarming has also been used to describe the phenomena of community formation in 
the social sciences and economics (Carrillo et al., 2010). In this context, the concept of attractive swarming 
seems to be the most suitable for the purposes of a formal mathematical description of the phenomenon 
(Bouffanais, 2016). 
The most general idea for describing attractive swarming is probably the concept of a "common goal" for a 
system of not necessarily interacting (but able to interact with each other) moving objects (particles) of some 
dispersed system (Monaco et al., 2020). This implies some common nature of the objects that make up the 
system. 
At the same time, the particles that make up the system are also subject to random drift under the influence of 
various factors and features of the medium in which the particles move (Weber et al., 2015). Strictly speaking, 
an adequate description of such a phenomenon in the form of some purposeful process (Rimer and Ariel, 2017) 
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requires knowledge of the specific features and details both of the phenomenon of attraction in the system and 
nature of the attractor itself (Jose and Singh, 2020). Swarming can be accompanied by aggregation of primary 
particles of the dispersed phase (Pirani et al., 2013). In this case, the primary particles form clusters-aggregates 
that are stable for some time (Ha et al., 2019) and move in the medium as a single particle of a higher order 
(Dong et al., 2021). The order of a cluster is understood here as the number of its constituent primary phase 
particles (Brener, 2011). Aggregation can be considered as a "strong" swarming, since swarming in any case 
implies an increased concentration of particles in the swarm (Tadmor and Tan, 2014), and the swarm moves as 
a single object with a certain velocity vector of the center of mass in the swarm.   
At the same time, the forces that prevent the disaggregation of a cluster can have a different nature as well as 
forces responsible for attractive swarming (Sun et al., 2021). In this work, the task is to create a universal 
approach to modeling swarming accompanied by aggregation, and to test this approach for modeling a process 
in the case of an attractive swarming mechanism. For this purpose, a novel approach to modeling attractive 
swarming that does not use a specific attractor action mechanism has been submitted. It is probabilistic 
approach based on the concept of random walks on lattices (Montroll, 1965). Similar approach has previously 
been successfully tested to describe the complex process of liquid distribution over the packings of chemical 
columns (Brener, 2002). The same concept was used to model the processes of aggregation in the dispersed 
phase in flow devices both for the case of diffusion-limited aggregation (DLA) and for mixed kinetics (Brener et 
al., 2017).  

2. Computer simulation 
The algorithm used in this paper for the numerical study of attractive swarming is a modification of the algorithm 
previously proposed in the work by Brener et al. (2021), and which used early to describe swarming induced by 
the uneven velocity field of a continuous medium in the apparatus. The process of movement and aggregation 
of particles is described with the help of methods of random walk on a stochastic lattice (Brener et al., 2017).  

2.1 Description of the modelling concept and the algorithm 
The principal feature of the modified algorithm is that the influence of the attractor on the drift of particles is 
described by the prevalence of the transition probability from a given cell to that lattice cell adjacent to it, which 
is located closer to the attractor. The idea of the algorithm is illustrated in Figure 1. 

 

 

Figure 1: Illustration for the description of the random walk algorithm in the presence of an attractor on the upper 
wall 

In order to implement the simplest model of an increase in particle acceleration in the direction of an attractor 
as it approaches it, the following scheme for choosing drift probabilities has been proposed. The choice of an 
identifier for calculating the drift during an acceleration that increases when approaching the attractor is carried 
out by random selection from a sequence of drift direction identifiers (1 - up, 2 - down, 3 - right, 4 - left, 5 - stay 
in place). This sequence is formed as follows for any element located in the row . Here  is considered from 
top to bottom - from the attractor. That is, as the row number of the matrix is usually considered).  Therefore, 1 
is taken  times; 2, 3, 4 and 5 -  times for each digit. For example, if M = 20, m = 8, p0 = 2, then 

the sequence for selection looks as: 1111111111111122334455. The parameter  plays the role of a control 
parameter. To the chosen random drift is added, as before, the drift to the right by  cells (  - flow velocity). 
When processing the experimental data on random drift, the grid-coarsening scheme is used, as before (Brener 
et al., 2021). For the process of particle aggregation in the present work, the mechanism of diffusion-limited 
aggregation (DLA) was adopted. 

Probabilities:
Pu – step up
Pd – step down
Pr – step right
Pl – step left
Ps – stay

Identifiers:
1 - step up
2 - step down
3- step right
4- step left
5- stay
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2.2 Results of simulation 

The 2D scheme was used. The calculations were made for  and . The nominal width of 
the reactor (number of rows in the calculated matrix) was taken equal to M = 20. The nominal reactor length 
(number of columns in the calculated matrix) was taken equal to L = 200. Some illustrative simulation results 
are presented in Figures 2 - 7. Figures 2, 3, 4 and 5 correspond to the situation when at the initial moment the 
reactor is completely filled, and each cell contains exactly one primary particle. Figures 2 - 7 show the evolution 
of the distribution of clusters over the volume of the apparatus through a different numbers of calculation time 
intervals dt. It can be seen that the presence of an attractor leads to a rapid redistribution, as a result of which 
the main number of clusters is concentrated in the vicinity of the attractor. At the same time, intensification of 
the aggregation process occurs in this region, and the total number of clusters of the dispersed phase 
decreases, but the sum of clusters orders increases. 
 
a) volume fill percentage 100 %                     b) volume fill percentage 100 %          

      
c) volume fill percentage 92% 

  

Figure 2: The number of clusters of different orders in blocks. Matrix size 200 x 20, conditional flow rate w = 2, 
p0 = 1, initial number of clusters in each cell is equal to one. Time step: a) dt = 3, b) dt = 15, c) dt = 100. The 

number of clusters into the block (the same colours in all Figures): 0 - 20  20 - 40  40 - 60   60 

- 80  80 - 100  100 - 120  120 - 140 140 - 160  160 - 180  180 - 200   

a) volume fill percentage 100 %                     b) volume fill percentage 100 % 

       
   c) volume fill percentage 92 % 

   

Figure 3: The sum of clusters orders in blocks. Matrix size 200 x 20, conditional flow rate w = 2, p0 = 1, initial 
number of clusters in each cell is equal to one. Time step: a) dt = 5, b) dt = 15, c) dt = 100. The sum of clusters 

orders into the block (the same colours in all Figures): 0 - 40  40 - 80  80 - 120  120 - 160 

 160 - 200  200 - 240  240 - 280  280 - 320  320 - 360   360 - 400   

400 - 440  440 - 480  480 - 520   520 - 560  > 560    

a) volume fill percentage 100 %                     b) volume fill percentage 100 % 

3 2, ,10 =p 4 2, ,0=w
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c) volume fill percentage 100 % 

  

Figure 4: The number of clusters of different orders in blocks. Matrix size 200 x 20, conditional flow rate w = 4, 
p0 = 1, initial number of clusters in each cell is equal to one. Time step: a) dt = 3, b) dt = 8, c) dt = 50 

a) volume fill percentage 100 %                   b) volume fill percentage 100 %                                                                                    

   
c) volume fill percentage 100 % 

  

Figure 5: The sum of clusters orders in blocks. Matrix size 200 x 20, conditional flow rate w = 4, p0 = 1, initial 
number of clusters in each cell is equal to one. Time step: a) dt = 3, b) dt = 8, c) dt = 50       

Figures 6 and 7 correspond to the situation when at the initial moment the reactor is empty, that is, there are no 
primary particles in the cells. 
 
a) volume fill percentage 20 %                         b) volume fill percentage 56 %  

     
 
c) volume fill percentage 80 % 

                                     

Figure 6: The number of clusters of different orders in blocks. Matrix size 200 x 20, conditional flow rate w = 2, 
p0 = 3, initial number of clusters in each cell is equal to zero. Time step: a) dt = 5, b) dt = 50, c) dt = 100 

a) volume fill percentage 20 %                      b) volume fill percentage 60 % 
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c) volume fill percentage 80 % 

  

Figure 7: The sum of clusters orders in blocks. Matrix size 200x20, conditional flow rate w = 2, p0 = 3, initial 
number of clusters in each cell is equal to zero. Time step: a) dt = 5, b) dt = 50, c) dt = 100  

The calculation results clearly demonstrate the influence of the attractor distributed along the upper wall on the 
formation of swarms and the acceleration of particle aggregation with the formation of high-order clusters. At 
lower flow rates in the reactor, the formation of swarms under the influence of the attractor occurs faster at the 
initial section of the reactor. In an initially empty reactor, the influence of the attractor manifests itself in a slower 
filling of the reactor. Swarming under the influence of an attractor leads to a noticeable acceleration of DLA 
aggregation in the reactor. The analysis of the calculation results makes it possible to reveal some general 
regularities. 
1. In the case where the initial number of clusters in each cell is equal to one. The total number of clusters in 
the calculation area first increases due to the influx of new particles into the apparatus, and then it begins to 
decrease due to the aggregation process. After a sufficiently large number of calculation steps (dt = 100), a 
dynamic equilibrium is established, i.e. the number of clusters becomes approximately stable. At the same time, 
a part of the volume of the apparatus remains weakly filled. The data on the percentage of filling of the volume 
of the apparatus for various flow rates are shown in Figures. 
2. In general, the same picture has been observed for the case when the initial number of clusters in each cell 
is equal to zero. Only in this case, the initial period, when the volume of the apparatus becomes filled, is longer. 
The calculation results clearly show that the presence of an attractor quickly leads to localization of the process 
in a small region of the working volume. In this case, a significant part of the working volume of the reactor 
remains empty. This phenomenon can be characterized as a decrease in the efficiency of the apparatus. 
Apparently, more detailed studies are needed here in order to give quantitative estimates of this phenomenon. 
Since the algorithm is based on a stochastic process, repetition of calculations with the same set of parameters 
experiences some fluctuations in the results, which do not change the qualitative behavior. 

3. Conclusions 
The main contribution of this work is a universal approach to modelling attractive swarming accompanied by 
particle aggregation in a disperse system based on the apparatus of random walk statistics on mathematical 
lattices has been proposed. The algorithm for a numerical experiment and the corresponding code has been 
developed too. The calculation results clearly show that the presence of an attractor quickly leads to localization 
of the process in a small region of the working volume. In this case, a significant part of the working volume of 
the reactor remains empty (up 4 to 50 % in some calculations). This phenomenon can be characterized as a 
decrease in the efficiency of the apparatus. Apparently, more detailed studies are needed here in order to give 
quantitative estimates of this phenomenon. Although the work is theoretical, the con-ducted numerical 
experiments showed good interpretability of the results from the point of view of the physics of the process. The 
developed approach, after refinement and necessary adaptation, can be useful in designing devices and solving 
various engineering problems.   

Nomenclature
m – current row 
M – number of rows 
w – flow velocity, m/s 

p0 – control parameter 
L  – reactor length, m 
dt – time intervals, s
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