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Computer network route optimization has been a subject of more attention in the art. This article routing 
optimization issues in-depth study of the ant colony algorithm to solve distributed parallelism, and propose 
measures for improvement ant colony algorithm node state transition rule. Pheromone updated rules and 
improved the classical ant colony algorithm performance. Simulation results show that the improved ant 
colony algorithm proposed in this paper can change according to the constraints, preferably the most 
appropriate routing information. Meanwhile, after two improvements, ant colony algorithm convergence rate 
may be raised, the probability fall into local extreme is also greatly reduced, more conducive to large-scale 
computer network routing optimization problem. 

1. Introduction 

With the advancement of science and technology, the Internet and other new things have made considerable 
development. Advancement in people's daily lives more and more important (Balog, 2007). Enjoy the 
convenience of a computer network at the same time, many experts and scholars began to focus on 
optimization of network routing (Yao and Anwar, 2015). Due to the increasing size of modern networks, this 
delay, packet loss, bandwidth constraints and other issues often transfer data, seriously affected the normal 
operation of the network (Salehpour, 2008). Therefore, the need to study an excellent strategy to effectively 
manage and utilize network resources is required (Mohan, 2012). 
Computer network routing optimization problem, in essence, is a special kind of combinatorial optimization 
problems (Qu et al., 2016). Such optimization issues are difficult to solve combinatorial optimization problems, 
since many applications such issues, so are a lot of attention (Wang, 2009). Traditional optimization 
algorithms are generally based on statistical mathematical principles, under the premise needs precisely 
known or most of the known mathematical models, to be able to better address their optimization problems 
(Szekely, 2014). However, in practical applications, the mathematical model a lot of problems are very 
complex, involving cross-application multi-disciplinary, often unable to obtain accurate, especially in the case 
of many constraints (Camilo, 2006). The optimal solution of the optimization problem is difficult to obtain, even 
if can be solved, it takes a long time, so the traditional routing algorithm is not suitable for solving large-scale 
modern computer networks optimization problems (Dorigo, 2008). 
With the advent and advancement of the theory of NP-hard, many new intelligent algorithms such as neural 
networks, genetic algorithms and ant colony algorithm, began to be applied to the network routing optimization 
being achieved some results, but more or there are some small problems, such as neural networks easy to fall 
into local minimum, genetic algorithm premature convergence. Based on the above analysis, we study the ant 
colony algorithm to solve a computer network routing optimization problem. In this paper the mathematical 
essence of route optimization will be elaborated, and put forward the basic ant colony algorithm in two state 
transition rule and pheromone update rule improvements, ant colony algorithm can solve the slow 
convergence, very easy to fall into local of small value. Simulation results show that the proposed optimization 
method is better, it has a certain practicality. 
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2. Swarm optimization and improvement 

2.1 Ant colony algorithm and its improvement 
The main idea is to simulate the collaborative nature of ant colony foraging behavior, known as ant colony 
algorithm (Kumar and Gajjar, 2016). According to the characteristics of foraging ants, they will stay on the 
path-finding pheromone, the shorter the path, the shorter the amount of time the ants back and forth, leaving 
the pheromone will be a corresponding increase in other ants will be conscious of the other paths the lure 
eventually find the shortest path to complete a task. Suppose ant k at time t is transferred from node to node 
J, state transition probabilities described by the following equation: 
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Ants to find the path of the process will continue to leave pheromones, pheromone when excessive 
accumulation, heuristic information will be affected, so the need to constantly update the pheromone update 
rule classical ant colony algorithm is: 
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Wherein, ρ∈  (0,1) for the retention factor pheromone, under △ Ʈi (t) is the path, the sum of the newly added 
information element, △Ʈ (t) at time k ant (t, t + n) remaining on this path, which is calculated as follows. 
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Lk travels all paths of length. As it can be seen from the above basic principles of ant colony algorithm, and its 
essence is a distributed parallel algorithm, path planning process at the same time there is a positive feedback 
correction mechanism, which makes it has a strong ability to solve, and the robustness of the algorithm well. 
This paper studies the transfer of an improved method of ant colony algorithm pheromone update rules and 
rules both in the state. 

2.2 Improved state transition rules 
Network routing optimization problems different from the conventional path planning, data exist delay, delay 
jitter and other phenomena in the transmission between the routing nodes, it must be considered. Therefore, 
this paper represents the delay by d, dj, b and c, delay jitter, bandwidth and energy consumption path. During 
the state transition process node, the delay and delay jitter impact into account, the improved state transition 
formula is as follows: 
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Wherein, q0 between 0-1, and q is uniformly distributed random number between 0-1. ƞij is no longer a 
function of the inverse of the path, but improved to delay and delay jitter and a countdown function, 
ηij=1/(dij+djij). 
After a so improved to ensure ants during state transitions, choose a higher intensity of pheromone path to 
avoid falling into local optimum. 
When an ant k a complete path from the beginning to the end of the selection later, according to the following 
formula for all its path through the pheromone global updating. 
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Pheromone other path is not passed on in accordance with the following formula update: 
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According to the above-mentioned article improvement strategies, the improved ant colony algorithm 
implementation process was shown in Figure 1. 
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Figure 1: The improved ant colony algorithm implementation process 

In Figure 2 an example of the ant colony algorithm iteration process .A0, A1 on behalf of two ants, V0, V1 two 
nodes, there are two paths upper and down between them and the upper distance of 2. Assuming the initial 
time distance of each path have the same probability (each 0.5) is selected, the initial value pheromone, α = 1, 
ᵝ = 2, ρ = 0.6, Q = 1, two ants from V0 start looking for the shortest path. 
 

V0 V1

Obstacle

Down

A1

A0

P=0.5 
τ=0.1

P=0.5 
τ=0.1

Upper

V0 V1

Obstacle

Down

A1

A0

P=0.8833 
τ=1.06

P=0.1167 
τ=0.56

Upper

(a)Initial Time (b)End Time  

Figure 2: Iteration of ant colony algorithm 
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3. Experiments and results 

3.1 Simulation and experiment 
Matlab software to construct a small network topology was shown in Figure 3. Required to achieve unicast 
routing optimization, respectively (1,6), (2,6) and (3,8), QoS parameter requirements: B = 70, D = 8, DJ = 5, 
PL = 0.0001 . Ant colony algorithm parameters are set: Ants 20, α = ᵝ = 1, ρ = ρ1 = 0.1, the maximum number 
of iterations of the algorithm 100. 
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Figure 3: Original network topology 

Since the ant colony algorithm is a distributed parallel algorithms, with possible local optimal solution, it is not 
every time successful selection to the desired optimal results. The paper selected Maflab software that come 
standard network test dataset 20 networks, including USA Network and other 17 small networks, including 
NASA Network, Mini Pacific Ocean Network Central bank Network and three medium-sized networks. Each 
network routing path 100 is set to be optimized, the results was shown in Figure 4. 
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Figure 4: Route optimization success rate 

From the results of Figure 3, the improved ant colony algorithm, the route optimization success rate 
significantly higher than the classic colony algorithm, an average of 90.25 %, and the classic ant colony 
algorithm is only 84.45 percent. Especially for three of the larger medium-sized networks, improved ant colony 
algorithm, route optimization success rate reached 93%, 92% and 90%, classical ant colony algorithm 
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optimization results were less than 90%. Thus, in network size, parameter settings are the same, the improved 
algorithm has a very distinct advantage, greatly reducing the risk of falling into local optimal value, overall 
algorithm performance significantly. 

3.2 Improved simulation of ant colony algorithm 

Use Matlab programming, in order to demonstrate the improved effectiveness and feasibility of the algorithm. 
Figure 5 is the best path found. 
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Figure 5: Optimal path 

As can be seen from the experimental figure, the improved algorithm at the beginning of the algorithm can 
quickly find the optimum solution, which is due to the partition search ideology, increasing the initial algorithm 
on each path pheromone quantity difference; in the latter algorithm out of local optimal solution, to find global 
optimal solution, which is due to the idea of variation. Secondly, from the experimental data in the table can be 
seen that the improved ant colony algorithm and ant colony algorithm, genetic algorithms and simulated 
annealing algorithm compared convergence speed significantly improved, greatly reducing the number of 
iterations, the global search capability has also increased, to find the optimal solution. 
As can be seen in Table 1 compares the improved algorithm greatly improves the speed of convergence to 
the optimal number of iterations required is greatly reduced. 

Table 1: The result of Improved Algorithm 

α β ρ Optimal 
solution 

Worst 
solution Mean Value Iteration 

number 

0.5 5 0.1 423.7406 425.8201 424.3968 29 

0.5 5 0.5 423.7406 426.6002 424.4393 29 

1 5 0.1 423.7406 425.2667 424.1098 24 

1 5 0.5 423.7406 429.4154 425.5556 27 

2 5 0.1 423.7406 425.2667 424.4164 25 

4. Conclusions 

Ant colony algorithm is a random search optimization method from nature, is a group of heuristic biological 
behavior, have now been applied to combinatorial optimization, fields of artificial intelligence, communications. 
The positive feedback and ant colony algorithm synergy it can be used for distributed systems, implicit 
parallelism more so that it has a strong potential for development. From the numerical results, it is more than 
the current rage of genetic algorithms, simulated annealing algorithm has a better adaptation nature. After all, 

947



is a new ant colony algorithm simulated evolutionary algorithm, but also the lack of a solid theoretical 
foundation of mathematics, parameter selection. For further study, the optimal algorithm is also worth a stop 
condition where the study now, mostly on the parameter selection algorithm and application with specific 
issues, determined by experiment; and algorithm stop conditions are fixed number of cycles or iterations stop 
when the obvious evolution as a condition. 
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