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How to efficiently transmit and aggregate the data from multiple computer nodes is a common problem in the 
distributed system. A novel normal cloud-based model for distributed transmission and aggregation of the 
information is proposed in this paper, which performs qualitative-to-quantitative conversion on the network 
load using the normal cloud generator. The virtual cloud algorithms are used to obtain the cloud model for 
data transmission and aggregation. It also acquires the intended location of the transmitted and aggregated 
data from analysis of the cloud drops’ distribution. Experiments show that the proposed model is reliable and 

practically helpful and has the ability to achieve dynamic balance of network traffic. 

1. Introduction 

With rapid advances in the network technology, the computer system becomes distributed and networked, 
bringing about changes of the way the data is stored, transmitted, distributed and collected. 
In the wide-area heterogeneous distributed environment, how to acquire the information from different 
computers, aggregate and analyze the acquired information effectively is an issue that needs to be solved 
urgently. 
Let U={u1, u2, …, un} denote the predefined set of indicators, where ui > 0. In the distributed environment, each 
computer node stores the data of several indicators (a subset of U). Now there is a need to aggregate and 
analyze all of the data stored in all of the computer nodes based on different indicators. That is, the data of the 
indicator u1 stored in all computer nodes need to be aggregated into a central computer and then analyzed 
based on certain rules. The data of the indicator u2 stored in all computer nodes need to be aggregated into a 
central computer and then analyzed based on certain rules as well. The data of other indicators is processed 
similarly (Li et al. (2007)).  
The traditional approaches to this problem is as follows: 
All computer nodes should send the collected data of indicators to the central server across the network. The 
data will be analyzed at the central server based on existing rules, as shown in Fig. 1. 

 

Figure 1: The traditional approaches: Only server analyzed data 

Defects of the method: 
1) When all computer nodes send all data of indicators to the same central server, many network resources 
will be consumed, and the local network traffic is large, resulting in imbalanced network traffic. 2) The 
dependence on the central server is very heavy and goes against the networking rule of avoiding the 
occurrence of centers. If the central server is down, the entire system will malfunction (Wang (2014)). 
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2. Scenario studied in this paper 

Due to enormous efforts that carriers have devoted to the 3G service, 2G and 3G mobile phones coexist. The 
2G and 3G mobile communication signals almost covet every rural and urban corner of the country. The 
carriers need to perform detailed matching and analysis of the 2G and 3G signals in the TD-SCDMA network, 
including LAC configuration consistency analysis for GSM external communities in TD, analysis of redundant 
G external communities, the number of G neighbors more or fewer than communities (macro stations) in TD. 
To match and analyze the 2G and 3G signals carefully, the carriers establish computer nodes at different 
places to collect local 2G and 3G signals and store them into different Excel files (the collected 2G signal is 
stored into the 2G file, and the collected 3G signal is stored into the 3G file). 
Currently, the computer nodes need to send the 2G and 3G Excel files that store collected data to a central 
server across the network. In the central server, the data is processed then item after item based in data 
matching and analyzing rules specified by the carriers. 
Obviously, the efficiency of this method is low, and much disadvantages in it, which can be known from the 
front page. 
So, to address the problem of this method, the cloud model is introduced in this paper to propose a novel data 
aggregating model, which is proved to be very effective. 

3. Cloud model  

The cloud model is a model for qualitative-to-quantitative conversion of a particular structural algorithm. In 
addition to representing uncertainty in the natural language, the cloud model represents the correlation 
between randomness and fuzziness, and provides a mutual mapping between qualitativeness and 
quantitativeness. The cloud model can be used to study the universal laws about uncertainty in the human 
society by fully integrating fuzziness with randomness. The cloud model relies on random mathematics and 
fuzzy mathematics, providing an approach to depicting randomness and fuzziness of the language value and 
the relation between them. Furthermore, the cloud model has the ability to conduct uncertainly conversion 
between qualitative concept and quantitative description of the language value. 
The cloud model offers a new method for investigating the uncertain artificial intelligence, and has been used 
effectively for knowledge discovery, system evaluation, data mining, decision making analysis and support, 
intelligent control and network security (Gharaylou (2009)). 

3.1 Fundamentals of the cloud model 
Let U denote the quantitative domain that are expressed as the exact values, T denote the qualitative concept 
spatially associated with U, and X   U. If there exists a random number Cr (x)   [0,1] that shows a stable 
tendency for x   X, which is known as the membership of x with respect to T, then the numeric field 
distribution of T’s mapping from the domain U to the interval [0,1] is called the cloud. If the domain 
corresponding to the concept is an n-dimension space, then it can be extended to a n-dimension cloud 
(ZHANG et al. (2013)).  

3.2 Basic numerical characteristics of the cloud model  
The cloud consists of drops. There is no sequence among drops. A drop is an implementation of the 
qualitative concept using the number. A drop alone is negligible, but a large number of drops can represent 
the characteristics of the qualitative concept overall. 
The numerical features of a cloud can be represented using three values: expectation Ex, entropy En and 
super-entropy He. (ZHANG et al. (2013)). It accomplishes mapping between qualitativeness and 
quantitativeness and conducts uncertainty conversion between qualitative concept and quantitative 
representation using specific computer algorithms. Meanwhile, it uncovers the correlation between 
randomness and fuzziness. The expectation Ex is the point that can best represent the qualitative concept in 
the numeric field. It is also the best sampling point that can represent the qualitative concept using numbers. It 
refers to where the peak of the cloud is located in the cloud map. The entropy En is a measure of the 
uncertainty in the expectation, and denotes range of the numerical field that can be accepted by the qualitative 
concept, i.e. ambiguity. It is also a measure of uncertainty in the qualitative concept. Usually, the larger the 
entropy, the more universal the concept. It refers to the width of the cloud in the map. The super-entropy He is 
a measure of the entropy, indicates how the cloud drops are scattered, represents the randomness in the 
creation of the drops, and uncovers the correlation between fuzziness and randomness. The larger the super-
entropy, the more scattered the drops, and the thicker the cloud in the map (Blahak (2010)).  
The cloud map outlines the concept of uncertainty, and makes approximate and flexible conclusions. As we 
know, a proper level of fuzziness may yield “accuracy”, and desperate pursuit of accuracy may cause 

“fuzziness”. Consider people’s talks and thinking in their daily lives, where inaccurate terms are usually used. 
But it neither impedes people’s understanding of the talks nor hinders people from reaching the right 
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conclusion. The cloud model quantifies the language value using three numerical features and this particular 
algorithm only.  
Note that the three numerical features of the cloud model may have more than one dimension to represent 
multiple properties of a concept. The algorithm can accomplish this by extending the normal generator 
concatenated twice to a concatenated multidimensional normal generator. The expectation in the cloud model 
can be extended to an image, a signature, or a segment of the sound. The extended cloud model can provide 
any number of extended images, extended signatures, extended sounds, or extended numerical codes for this 
image, signature, or this sound. The extension like this has uncertainty. The extended cloud can represent 
more extensive and complicated uncertain knowledge.  

3.3 Normal cloud 
The normal cloud is a type of the symmetric cloud models (Yu et al. (2015)). It is the most fundamental and 
important cloud model, because the universality of normal distribution has been verified in every branch of the 
society and natural science. 
The normal cloud model generates a quantitative value for the qualitative concept by using the generator 
which has a particular structure and consists of expectation, entropy and super-entropy to represent 
uncertainty in the concept. This particular structure relaxes the condition for normal distribution. Instead of 
accurately determining the membership function, it suffices to construct the expectation function that follows 
the normal membership distribution. Thus, the normal cloud model is more universal, and has the ability to 
carry out qualitative-to-quantitative conversion more easily and directly. 
Let U denote a quantitative domain denoted by a deterministic value, C denote a qualitative concept on U, and 
x denote a random implementation of the qualitative concept C. Consider that x~N(Ex, En′2 ), En′~N(En,He2), 
and the determinacy of x to C follows the formula below: 

μ = 𝑒
−
(𝑥−𝐸𝑥)2

2(𝐸𝑛′)2     (1) 

Then, the distribution of x on U is called the normal cloud. Detailed analysis of the universality of the normal 
cloud in terms of representing uncertain knowledge is performed in [Jackie (2005)].   

3.4 3  in the normal cloud  
Each of the drops generated by the forward normal cloud generator makes different contributions to the 
specific concept. Like the normal distribution, the drops which contributes greatly to the qualitative concept 
mainly fall within [Ex -3 En, Ex +3 En]. And the drops outside [Ex -3 En, Ex +3 En] are called the events of 
small probability. Neglecting them has little impact on the features overall. This is the 3  En rule of the forward 
normal cloud [1,11], equivalent to the 3σ rule of the normal distribution, as shown in Fig. 2. 

Figure 2: The 3σ rule of the normal distribution 

4. The normal cloud based algorithm for aggregating distributed data 

4.1 Scenario of the Proposed Algorithm 
Consider the carriers’ analysis of the 2G and 3G data. The following set of indicators is defined. The weights 
of these eight indicators concerned are determined based on their importance. 

Table 1: Indicators for analysis  

Indicators Weights 
Configuration consistency analysis for GSM external 
communities in TD 

0.2 

Number of GSM neighboring areas in TD 0.2 
Analysis of redundant G external communities 0.1 
G neighboring communities in TD 0.1 
non-configured neighboring communities in TD 0.1 
Parameter consistency analysis for external 
communities in 3G (UARFCN&CPIZ) 

0.1 

LAC configuration error analysis for external 
communities in 3G 

0.2 


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4.2 Implementation method 
By following utterly new design ideas, the cloud model is used in this paper to effectively address the 
problems above. 
Changes of the structure: the previous central server is replaced with an ordinary PC, which is responsible for 
maintaining the set of indicators. It is also responsible for determining which computer node the data of each 
indicator should be sent to in order to perform data aggregation and analysis. 
Details of the method is as follows: for each member ui of the set U of indicators, the ordinary PC should begin 
with determining the list L={c1, c2, …, cn} of computer nodes that store the data needed to analyze this 
indicator. Then, the information (hardware, current load, and the amount of the collected data) about each 
member of the list L of computer nodes is obtained, as shown in Tab.2. Select a node (denoted by ck) of the 
list of computers that is suitable for data aggregation and analysis by using the algorithm in Subsection 3.4. 
Transmit the relevant data from other members of the list L to ck to perform analysis of each indicator. For 
other members of the set U of indicators, send the data to a certain computer node similarly by following the 
same algorithm to analyze the indicators. 
The central ordinary PC obtains the information of each member, as shown in Fig. 3. 
If the node PC1 is selected for the analysis of ui, and PC3 is selected for the analysis of uj, then the needed 
data for the analysis of ui of the other members is transmitted to PC1, and the needed data for the analysis of 
ui of the other members is transmitted to PC3, as shown in Fig. 4. 
Advantages of this method are as follows: 
1) Dynamic traffic balance is achieved across the entire network by using the cloud model-based task 
assignment algorithm to evenly distribute the network traffic into the network. 
2) All of the analysis tasks confronting the previous central server are allocated to different computer nodes in 
a dynamic and appropriate manner. The performance of the computer nodes is fully exploited to improve the 
availability of resources for the entire system. 
3) The choice of the computer that conducts data aggregation is adapted to the received amount of 
information and to the variation of loads in each computer node. Thus, the system’s ability in adapting to the 

complicated network is improved. 
4)  Rather than using the expensive central server, the cheap computer nodes are used to perform data 
aggregation and analysis, thereby reducing hardware cost of the whole system. 

 
 
 
 
 
 
 
 
 
 

Figure 3: The central ordinary PC obtain the                               Figure 4: The transmission of data               

information of each member                                                      

4.3 Computation of the weight of computing nodes 
1) Indicators whose weight needs to be computed  
The resources of each computing node are expected to be used optimally to send the data of indicators to the 

right computer node with high-performance hardware and light loads. To achieve this end, we should consider 
the hardware and software performance as well as the amount of data about indicators stored in each of the 
computing nodes. 
2) Method for computing the weight 
Weighted mean can be computed based on the weight above to obtain the weight (denoted by weight( i)) of 
the computer nodes. 

  weight(i)  =  CPU performance * 0.2 + memory performance * 0.2 + hard disk capacity * 0.2  

  + CPU performance * 0.1 + memory load * 0.1 +  IO load * 0.1  

  + the amount of data about the indicators stored in this computer * 0.2                                                         (2)                  

4.4 Major algorithm of the proposed model 
First, the set of indicators should be defined based on characteristics of the distributed information that need 
to be aggregated or analyzed and of the cloud model. For each of the indicators in the set, begin with 
determining the list of computer nodes (denoted by L={c1, c2,…, cn}) that store the data needed to analyze this 
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indicator. Follow the following steps to move the needed data to a proper computer node ck, as shown in Fig. 
4: Create a cloud drop (xi, yi) for each member ci of the computer list L. The abscissa xi of the cloud drop 
denotes this computer node ci, the ordinate yi denotes the weight of the computer node (based on Eq. (2)). 
The cloud drop is described quantitatively in this way. After all indicators are represented, perform statistical 
analysis of all cloud drops to determine the optimal data transmission means. Details of the algorithm are 
given below.  
Step 1 Determine the indicators and the corresponding weights 
Step 2 Select the indicators in descending order of weights; for a given index, determine the list of computer 
nodes (denoted by L={c1, c2,…, cn}) that have data to be analyzed.  
Step 3 For each computer node ci obtained in Step2, send the data needed to compute the weight of this 
computer node to the ordinary PC during analysis of the indicators. 
Step 4 The ordinary PC analyzes the data from the computer node ci, and then sets the expectation Ex, 
entropy En and super entropy He. Generate the cloud drops and the cloud picture based on the 1-D normal 
cloud algorithm using the cloud generator. According to the situation of the cloud picture, retransmit and 
distribute relevant data columns stored in the computers of the list L to a certain computer node (denoted by 
cj) 
Step 5 Aggregate and analyze the data on the computer node cj, and achieve the results. 
Step 6 Follow Steps 2-6 for each indicator. 
The pseudo code of the algorithm is as follows: 
1) Find an indicator for data analysis get Next Indicator(); 
2) Determine the list of computer nodes (denoted by L={c1, c2,…, cn}) that store relevant data. 
3) Compute the weight of each of the N computer nodes based on Eq. (2). Then generate a corresponding 2-
D cloud drop (denoted by drop(xi,yi)) to record the drop’s information. 

for i= 1 to N do     
      weight(i)= setWeight( CPU, Mem, Disk, loadCPU,loadMem,loadDisk,digitalCount); 

drop(xi,yi) = generateDrop(max(dataNumber), max(dataNumber) - min(dataNumber), weight(i)) 
end for; 
for i= 1 to N – 1  do  // for the N-1 computer nodes 
Moveto(IP)    // move the data column to the computer node with the specified IP 

end for; 
Some rules for the computation above are as follows: 
The expectation Ex is the maximum amount of data stored by all computer nodes pertaining to this indicator. 
The value of the entropy En is the difference between the maximum and minimum amount of data stored by all 
computer nodes pertaining to this indicator. 
The value of the super entropy He is weight(i) , which is computed using Eq.(2). 
The cloud picture is created on the central computer using cloud parameters above. Then the part of the 
picture where the cloud drops are most dense is extracted. The computer node (denoted by cj) corresponding 
to this part is the node that should be fed with the data of the indicator. Later on, the data columns of this 
indicator stored in all other computers are retransmitted and aggregated into the computer node cj. Matching 
and analysis of the data on cj yields the final results. 

Table 2: Computation of the weight of computing nodes 

First layer indicators Weights Second layer indicators Weights 

Hardware 0.5 
CPU performance 0.2 
Memory performance 0.2 
Hard disk capacity 0.1 

First layer indictors 
 

Weights 
 

Second layer indicators 
CPU load 

Weights 
0.1 

Software 0.3 Memory load 0.1 
  IO load 0.1 

Data size 0.2 
The amount of data about 
the indicators stored in this 
computer 

0.2 

4.5 Result analysis  
To verify the effectiveness of the proposed algorithm, several Excel files from carriers that contain 2G and 3G 
signals collected from the real-world environment are used as the experimental data. A total of 10 simulations 
are conducted based on the indicators in Tab.3.  
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Table 3: Final analysis and evaluation results 

Indicators Computing node 
B 

Computing node 
C 

Computing 
node D 

Configuration consistency analysis for GSM 
external communities in TD 

10 0 0 

Number of GSM neighboring areas in TD 0 9 1 
Analysis of redundant G external communities 0 9 1 
G neighboring communities in TD 1 8 1 
non-configured neighboring communities in TD 8 0 2 
Parameter consistency analysis for external 
communities in 3G (UARFCN&CPIZ) 

0 8 2 

LAC configuration error analysis for external 
communities in 3G 

8 1 1 

The results in Tab. 3 show that the data needed to analyze the indicator “LAC configuration consistency 

analysis for GSM external communities in TD” should be transmitted to the computing node B to perform data 

analysis. Other indicators can be discussed similarly. 

5. Conclusions 

The normal cloud model is introduced to the distributed data aggregating system to perform data analysis. 
Inspired by the idea that the quantitative-to-qualitative conversion can be done using the cloud model, the 
shape of the cloud picture is used to determine the right computing node that should be fed with the data. 
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