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An improved SVM named genetic algorithm support vector machines (GA-SVM) is discussed in this paper for 
classifying maize disease. According to the disadvantage of manually determining the parameters in 
traditional SVM, the genetic algorithms is used to automatically obtain the penalty factor and kernel function. 
The appropriate parameters are selected by rotational orthogonal method. The extracted eigenvalue is 
entered to the GA-SVM classification model to improve the classification performance. After the comparisons 
of different genetic operators and different kernel functions, the results show that the appropriate parameters 
for genetic algorithms is when M=50, Pc=0.7 and Pm=0.05, the average classification rate is at peak when 
choosing RBF kernel function. The results also demonstrate that the GA-SVM algorithm achieves a better 
improvement than SVM. 

1. Introduction 

Maize is one of the most important food and feed crops with important economic significance in china. With 
the changes of the global climate, cultivation methods and release of new varieties, the maize diseases are 
becoming more serious in recent years. In order to realize the intellectual control of the maize disease, the 
digital image processing technology has already become one of the main technologies which was confirmed 
(Sanyal P, et al. (2008); Li C M, et al. (2007); Karimi Y, et al. (2006); Huang K Y, et al. (2007); Li C M, et a l. 
(2010)). The different recognition methods are put forward according to the different objects and information. 
The design and performance of the classifier directly affects the object identified speed and precision which 
was confirmed (Huerta E B, et al. (2006); Luo Y H, et al. (2011); Liu J H, et al. (2009); Mark J L, et al. (2008); 
Li B N, et al. (2011)). The common methods of plant disease identification are based on neural network or 
SVM (support vector machines). BP algorithm is the most popular training algorithm for feed forward neural 
network learning. But falling into local minimum and slow convergence are its drawbacks. So the SVM method 
has been applied more widely which was confirmed (Huanga Y, et al. (2010); Lie J, et al. (2006); Sankarana 
S, et al. (2010)). When traditional support vector machines separate data, the penalty factor and kernel 
function are manually determined, which is random and blind which was confirmed (Li C, et al. (2008); Patil J 
K, et al. (2011); Liu H, et al. (2005)). In this paper, GA (genetic algorithm) is applied to automatically obtain the 
penalty factor and kernel function of SVM. The appropriate parameters are obtained by rotational orthogonal 
method. The extracted eigenvalue is entered to the GA-SVM classification model to improve the classification 
performance. 

2. Image processing 

2.1 Image preprocessing 
A series of maize diseases images were collected by digital camera under the sunlight condition. The JPEG 
format images are converted into BMP format to acquire information. After the gray transformation and the 
histogram equalization, the combined filter is used on the image to make the segmentation more precision. 
Figure 1 shows the original images, gray scale images and result of segmentation from top to bottom. 
Sequencing is: exserohilum turcicum, brown spot, gray spot, curvularia lunata, round spot and corn rust. 

 CHEMICAL ENGINEERING TRANSACTIONS  
 

VOL.  46, 2015 

A publication of 

 

The Italian Association 
of Chemical Engineering 
Online at www.aidic.it/cet 

Guest Editors: Peiyu Ren, Yancang Li, Huiping Song 

Copyright © 2015, AIDIC Servizi S.r.l.,  
ISBN 978-88-95608-37-2; ISSN 2283-9216  

                               
 
 

 

 
   

                                                  
DOI: 10.3303/CET1546034

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Please cite this article as: Zhang Z.Y., He X.Y., Sun X.H., Guo L.M., Wang J.H., Wang F.S., 2015, Image recognition of maize leaf disease 
based on ga-svm, Chemical Engineering Transactions, 46, 199-204  DOI:10.3303/CET1546034  

199



 

Figure 1: The original Images and preprocessing results 

2.2 Feature extraction 
Firstly, the image is converted from RGB model to HSI one, and then the mean value and standard deviation 
of the three components is extracted. Then the binary images are obtained using global threshold 
segmentation. Then the shape features are extracted, including areas, circumference, circularity, rectangle, 
complexity and the width and height of minimum enclosing rectangle, as shown in table 1. 

Table 1: The extracted features 

feature name expression feature name expression 

mean value of R A(R) mean value of H A(H) 

mean value of G A(G) mean value of S A(S) 

mean value of B A(B) mean value of I A(I) 

standard deviation of R STR(R) standard deviation of H STR(H) 

standard deviation of G STR(G) standard deviation of S STR(S) 

standard deviation of B STR(B) standard deviation of I STR(I) 

areas A circumference L 

circularity ci rectangle sq 

complexity co rectangle areas AR 

width a height b 

3. GA-SVM algorithms 

The best combinatorial parameter value for GA is obtained through the rotating and perpendicular method. A 
new method for SVM model selection using genetic algorithm flowchart is presented below. 
Step 1: the characters of penalty factor C and kernel σ2 are encoded with binary arithmetic coding scheme in 
support vector machine algorithm. 
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Step 2: a group of individuals are generated at random for population initialization. For increasing the diversity 
of population, the evenly distributed random numbers are generated primarily. The range of values of the 
random numbers, a total of M, is allowed in the range 0 to 1.An single gene in any individual is generated by 
the method: 

min max min( )*C C C C d                                                                                                                                    (1)  

2 2 2 2

min max min( )*d      , 
2[ , ]C                                                                                                                (2)  

An initial population is generally generated as [C, σ2], which has the actual size of M×2. 
Step 3: the value of individual genes in the population is adopted as the SVM parameters. The SVM model is 
trained by training sets. 
Step 4: the fitness function of samples xi is expressed as the formula below. 

( ) /if x ano pno                (3)
 

The number of data samples classified correctly in testing samples is expressed as ano. The total number of 
samples is expressed as pno. Comprehensively judge whether the requirements of optimization guidelines is 
met. If the results show that it can meet the requirements, the best individual is exported and the optimal 
solution is obtained. The computation is finished. Otherwise turn to Step 5. 
Step 5: the parent individuals are selected based on fitness.  
The chromosome is chosen according to the selecting probabilities Ps. The selection process is in accordance 
with the roulette mechanism. 

1
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Repeat the Step s for selection: 
1) Calculate fs and ps in t-generation. 

2) The random number expressed as a, whose value range is in [0,1] is generated, and * ss a f  is calculated
. 

3) The minimum k is found out in ( )if x s , the kth individual can be selected. 
4) t=t+1; 
5) If the population size reaches M, this procedure ends. 
Step 6: crossover and mutation: 
The value of crossover probability Pc, mutation probability Pm and evolutional generation Gm is given. In 
general, the range of values of crossover probability Pc is in interval [0.4,0.9]; the range of Pm is in interval 
[0.001,0.1]; the range of Gm is in interval [100,500]. Set several group of Pc, Pm and Gm respectively to do 
the calculation. The suitable Pc, Pm and Gm are selected by rotational orthogonal method. The parent’s 

chromosomes are randomly selected in population according to crossover probability Pc. The new individuals 
are generated by the single point crossing method. The chromosomes are selected according to the mutation 
probability Pm. The new individuals are obtained with uniform mutation method. The chromosomes are listed 
in order of descending value of the fitness function. The parent chromosomes with the minimum fitness are 
replaced by the offspring one with the maximum fitness. The update operations are based on the elitist 
strategy. 
Step 7: The new generations are produced through mutation and crossover and go back to (4). 
Step 8: the training of genetic algorithm is ended. The optimal parameter of SVM is the value of the gene that 
has the maximum elimination in current population. The GA-SVM model is built. Calculates its output by the 
well-trained GA-SVM model and then classification result could be gotten. 
The critical conditions for GA-SVM apply one of the rules below. 
1) The evolutional generation exceeds the preset value. 
2) The individual maximum fitness value in populations exceeds the preset value. 
3) The individual average fitness value in populations exceeds the preset value. 
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4. Results and analyses 

4.1 The comparisons of different genetic operators 
A total of 20 feature parameters mentioned in Figure 1 are selected as input vector. SVM with RBF kernel is 
used in the experiment. The rotational orthogonal experiment is based on different genetic parameters to 
obtain the GA-SVM optimal model. Then classification of the model for recognition of grape disease is 
operated. The all three factors of the genetic algorithm are crossover probability Pc, mutation probability Pm 
and the population scales M. The population scales are separately assigned values of 20, 50, 80 and 100. The 
crossover probability Pc are separately assigned values of 0.5, 0.7, 0.8 and 0.9. The mutation probability Pm 
is separately assigned values of 0.001, 0.01, 0.05 and 0.1. 
The result of the rotational orthogonal experiment is shown in tab 1. The exserohilum turcicum, brown spot, 
gray spot, curvularia lunata, round spot and corn rust are represented by 1 to 6 in table 2. 

Table 2: The result of the rotational orthogonal experiment 

NO M Pc  Pm 
classification rate/% 

average/% 
1 2 3 4 5 6 

1 20 0.5 0.001 88.68  85.79  90.35  88.78  85.89  90.45  88.32  
2 20 0.7 0.01 88.65  87.21  90.50  88.76  87.32  90.61  88.84  
3 20 0.8 0.05 88.79  86.09  88.06  88.90  86.20  88.17  87.70  
4 20 0.9 0.10 88.26  85.38  85.13  88.37  85.49  85.24  86.31  
5 50 0.5 0.10 88.50  86.51  86.57  88.61  86.62  86.68  87.25  
6 50 0.7 0.05 91.25  88.72  88.54  91.36  88.82  88.65  89.56  
7 50 0.8 0.01 88.98  88.68  90.64  89.09  88.78  90.74  89.49  
8 50 0.9 0.001 88.69  87.57  91.10  88.79  87.68  91.21  89.17  
9 80 0.5 0.05 89.26  87.34  88.76  89.37  87.45  88.86  88.51  
10 80 0.7 0.10 89.12  86.21  86.63  89.23  86.32  86.74  87.38  
11 80 0.8 0.001 89.32  87.60  91.17  89.43  87.71  91.28  89.42  
12 80 0.9 0.01 88.68  88.14  90.71  88.78  88.25  90.81  89.23  
13 100 0.5 0.01 88.65  88.93  90.76  88.76  89.03  90.87  89.50  
14 100 0.7 0.001 90.02  89.36  91.21  90.13  89.46  91.32  90.25  
15 100 0.8 0.10 89.36  86.32  86.69  89.46  86.43  86.80  87.51  
16 100 0.9 0.05 89.18  86.42  88.94  89.29  86.52  89.04  88.23  
 
The trial data demonstrates that the average classification rate are at peak of 90.25% when M=100, Pc=0.7 
and Pm=0.001.The second peak classification rate is when M=50, Pc=0.7 and Pm=0.05. the classification rate 
is 89.56%. Though it is a little lower than that of the maximum, its population size is only half of the former. So 
the appropriate parameters for genetic algorithms is when M=50, Pc=0.7 and Pm=0.05. 

4.2 The classification comparisons of different kernel functions 
The test samples are the same. Set M=50, Pc=0.7 and Pm=0.05. The linear kernel, polynomial kernel, RBF 
kernel and sigmoid kernel are selected respectively to compare. The result of the different kernel functions is 
shown in table 3. 
 
 
 
 
 

202



Table 3: Classification results of the different kernel functions 

kernel function 
classification rate/% 

average/% 
1 2 3 4 5 6 

linear 88.21  69.74  90.48  92.62  73.23  95.00  84.88  

polynomial 86.80  86.70  90.48  91.14  91.04  95.00  90.19  

RBF 92.59  89.62  89.45  97.22  94.10  93.92  92.82  

sigmoid 49.01  49.01  49.01  51.46  51.46  51.46  50.24  
 
The trial data demonstrate that the average classification rate is at peak when choosing RBF kernel function. 
The average classification rate can reach 92.82%, which has far exceeded the sigmoid kernel function. 

4.3 The comparisons of different classification method 
The test samples are also the same. The classifications are by two methods of GA-SVM and SVM separately. 
The result of the different methods is shown in table4. 

 Table 4: Classification results of the different algorithms 

disease 
classification rate/% C σ2 

GA-SVM SVM 

1 92.59  90.09  251.4283  0.0002  

2 89.62  69.74  256.6615  0.0414  

3 89.45  85.59  191.9561  0.4590  

4 96.61  92.90  248.8886  0.0002  

5 88.72  69.63  254.0689  0.0410  

6 88.55  81.48  190.0171  0.4543  
 
The trial data demonstrates that the GA-SVM algorithm achieves an improvement. Especially in the brown 
spot and corn rust identification, the GA-SVM has increased almost 20 percent.  

5. Conclusions 

The image analysis-based research on maize disease diagnosis recognition technology has a great 
significance to prevent the occurrence of disasters. In this paper, the GA-SVM algorithm can automatically 
retrieve kernel parameter values. By contrast, the SVM algorithm must be manually assigned parameter 
values after experiment. So the new algorithm is reliable and efficient. The research contents of this paper 
provides a theoretical basis for the identification and diagnosis of maize leaf disease, it also can provide 
technical support for the maize leaf disease intelligence, automation, control, and safety in production.  
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