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In recent years, with the rise of the global network, the Internet technology as the core of large enterprise 
network system is developing rapidly. It is widely used in the field of electronic commerce, information service, 
network communication and other technical means. At the same time, the problem of network security has 
become increasingly prominent. Due to historical and technical reasons, the security system of enterprise 
network is still very weak in China. The network basic software and hardware is still use a large number of 
foreign products, and the core of the network security technology cannot be fully mastered. So, the security 
risks are obvious. Therefore, strengthening the construction of enterprise network security system and 
researching the safe application model has become the top priority of our country's enterprise information 
technology. Based on this, we propose a smoothing method to improve the initial weights and the initial 
threshold, and use a test method to select the hidden layer node number of neural network. So, we can 
minimize the fitting error of the training. In this paper, the computer network security data of an enterprise is 
selected, and all the indexes are scored by the experts. The result of the scoring is the input value of the 
improved BP neural network. Finally, we use this algorithm to predict the network security of a certain 
enterprise in the next three months. The score is 0.85, 0.88 and 0.91, which is close to the actual value of 
network security. 

1. Introduction 

In recent years, with the rise of the global network, the Internet technology as the core of large enterprise 
network system is developing rapidly. It is widely used in the field of electronic commerce, information service, 
network communication and other technical means. At the same time, the problem of network security has 
become increasingly prominent. Due to historical and technical reasons, the security system of enterprise 
network is still very weak in China. The network basic software and hardware is still use a large number of 
foreign products, and the core of the network security technology can not be fully mastered. So, the security 
risks are obvious. Therefore, strengthening the construction of enterprise network security system and 
researching the safe application model has become the top priority of our country's enterprise information 
technology. Network security risk prediction is an important component of network security awareness (China 
Internet Network Information Center 2012 and 2013). At present, the most common methods of prediction are 
as follows.   
Grey theory method. In recent years, the application of gray theory has been extended to many scientific 
fields, such as environment, climate, health, medical care, population and so on. In the area of network 
security, there are many research results ((Deng Julong (2002), Wang Caiyin (2013), Pu Tianyin (2009), and 
Zheng Jieliang (2005)). The theory uses the sequences which are generated by the original sequence of the 
system to determine the best fitting curve, and it can effectively deal with the less data sample system. Time 
series method. Time series forecasting method reveals the rule of the phenomenon with time variation, and 
this rule is extended to the future, so as to realize the prediction of the phenomenon in the future (Yang 
Zhongjin (2006), Guo Mingyue (2009), Chang Taihua (2010), and Zhang Jinghui (2012)). Neural network 
method. Neural network is a kind of method to simulate human's cognitive process, which is a kind of 
nonlinear dynamic system of information distributed storage and parallel processing. Its essence is a kind of 
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nonlinear function that represents the relationship between the input value and the output value. Forecasting 
methods based on neural networks have many advantages, such as good nonlinear, distributed and self -
organizing learning. It has good practical value in multi variable forecasting and nonlinear forecasting. But the 
neural network is a black box forecasting method, which can only be used to fit the system's input and output 
data. Therefore, the relationship between input value and the output value is not clearly described, and the 
results cannot be explained reasonably (Tang Chenghua (2009), Xie Lixia, Cai (2013) Zhiping (2008) and Xu 
Fuyong (2005)). 
Based on this, we propose a smoothing method to improve the initial weights and the initial threshold, and use 
a test method to select the hidden layer node number of neural network. So, we can minimize the fitting error 
of the training. In this paper, the computer network security data of an enterprise is selected, and all the 
indexes are scored by the experts. The result of the scoring is the input value of the improved BP neural 
network. Finally, we use this algorithm to predict the network security of a certain enterprise in the next three 
months. 

2. Neural network model 

BP algorithm not only has the input layer node, the output layer node, but also has one or more hidden layer 
nodes. Firstly, the input signal is propagated forward to the hidden layer node. After the function of the 
excitation function, the output signal of the hidden layer node is transmitted to the output layer node. 
Finally,we get the output results. The S type function is usually selected as the node's excitation function, 
which is shown below; 
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Here, Q  is the Sigmoid parameter, which is primarily responsible for the form of the excitation function. The 
learning process of the algorithm is composed of forward propagation and backward propagation. In the 
process of forward propagation, the input information is processed by the hidden layer and the information is 
transmitted to the output layer. Each layer of neurons only affects the state of the neurons in the next layer. If 
the output layer cannot get the expected output value, the algorithm is transferred to the process of the back 
propagation. In this process, the error signal is returned along the original path. By modifying the weights of 
each layer, the system error can be minimized. 
Set up any network containing n  nodes, the characteristics of each node are Sigmoid type. For simplicity, the 
network has only one output value which is y . The output value of i th node is iO . The number of sample is 

N , ( 1,2, , )k N . For a node, the input value is kx  and the output value is ky , the output value of i th 

node ikO , and the input of the j th node is:  
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We define the error function as: 
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Where, ˆ
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When j  is the output node, 
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When j  is not the output node, 
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3. Improvement of BP network 

The setting of the initial weight and the threshold of the memory. One of the main problems of the BP neural 
network model is the slow convergence speed and the length of the iteration time. Through a large number of 
practical applications, the initial weights and thresholds of BP neural network can be randomly selected, the 
convergence speed of BP neural network is greatly affected by the method. Some scholars put forward the 
corresponding initial weights and threshold selection method, and they have achieved some results in the field 
of their research. On this basis, this article proposes a new method of the initial smooth weight and threshold 
of memory. Methods are as follows: 
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Where, The initial weights for the i th BP network operation is 0

iw , the threshold for the i th BP network 

operation is 0

i , the termination weights for the 1i  th BP network operation is 0

1iw 
, and the termination 

threshold for the 1i  th BP network operation is 0

1i 
.  

4. Simulation experiment and result analysis 

4.1 Network security evaluation index system 
Network and information system is a complex system engineering, which includes the external factors and the 
internal factors, and they are mutually restricted. Therefore, we must have a standard, unified, objective 
criteria to measure network security. According to the domestic and foreign network security evaluation 
standard, and the basic requirements of the network and information system security, we should fully consider 
the various factors that affecting the security of the network, such as physical security factor, operation safety 
factor, information security factors, system security policy and safety technical measures. Therefore, we give 
the network security evaluation index system. As shown in table 1: 
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Table 1: The network security evaluation index system 

First level index Second level index safety index Variable 

network security 

physical security 

Equipment safety X1 

Environmental safety X2 

Media security X3 

operation safety 

Risk analysis X4 

Access control measures X5 

Audit measures X6 

Emergency technology X7 

information security 

Information transmission security X8 

Defense Technology X9 

Data integrity X10 

Data encryption X11 

system security policy 

Application software X12 

User identity authentication X13 

Data remote backup X14 

safety technical 
measures 

Security audit function X15 

Anti hacking measures X16 

4.2 Data pre-processing of network security index 
Table 1 reflects the security of computer networks from different angles. As the dimensions of the various 
indicators are different, so we cannot make a direct comparison. In order to make the index have 
comparability, and to speed up the convergence rate of the neural network, this paper has carried on the 
normalized processing to each index: 
1) for qualitative indicators: using expert scoring method to determine its data, and we have a normalized 
treatment of various indicators. 
2) for quantitative indicators: the following formula is used to normalize. 
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Where, the normalized values for the i th indicator is ix , the minimum value of the i th indicator is minix , and 

the maximum value of the i th indicator is maxix . 

4.3 Simulation experiment 
In this paper, the computer network security data of an enterprise is selected, and all the indexes are scored 
by the experts. The result of the scoring is the input value of the improved BP neural network. As the neural 
network model of this paper is a 16-X-1 model, we carry out the training of the sample according to principle. 
The principle is that the number of nodes in the hidden layer is 3/4 of the number of nodes in the input layer. 
We try to set the number of nodes in the hidden layer to 11,12 and 13. From the results of training, it can be 
known that the number of hidden layer nodes is X=12, and the system fitting residual is the smallest. 
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Figure 1: The number of hidden layer nodes is 11 in neural network training 

 

Figure 2: The number of hidden layer nodes is 12 in neural network training 

 

Figure 3: The number of hidden layer nodes is 13 in neural network training 

It can be seen from the test results of figure 1-3, the node number and the initial value in this paper can 
effectively shorten the convergence period, accelerate the training speed, and make the fitting precision of the 
residual error reach the highest. Finally, we use this algorithm to predict the network security of a certain 
enterprise in the next three months, the score is 0.85, 0.88 and 0.91, which is close to the actual value of 
network security. 
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5. Conclusions 

In this article, we propose a smoothing method to improve the initial weights and the initial threshold, and use 
a test method to select the hidden layer node number of neural network. So, we can minimize the fitting error 
of the training. In addition, the computer network security data of an enterprise is selected, and all the indexes 
are scored by the experts. The result of the scoring is the input value of the improved BP neural network. 
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