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In recent years, Multi-Objective Optimisation (MOO) has increasingly been applied in chemical engineering 

problems where multiple, often conflicting, objectives need to be optimized simultaneously. Genetic 

Evolutionary Algorithms (EAs) are often used in order to solve MOO problems, especially when the user is 

concerned with the trade-offs involved between the multiple objectives. One particular form of the 

evolutionary algorithm is the Genetic Algorithm (GA), which is a population based algorithm that tries to 

mimic the process of biological natural selection. GA or any other EA is able to yield a set of 

non-dominated solutions in a single run. However, a downside associated with such population based 

algorithms is that a large fraction of the datasets evaluated in order to guide the search, are actually not 

represented in the final solution. This becomes an issue, especially for problems involving computationally 

expensive functional evaluations. For such problems, “surrogate” or “meta” models are often used to 

approximate the exact, but computationally expensive models. This results in a significant saving in terms 

of computation time. However, building a surrogate model, accurate enough in the entire decision variable 

space is a challenge in itself. In the present work, a methodology to perform “surrogate-assisted” MOO has 

been proposed.  The efficiency of the proposed methodology is compared against another similar 

methodology for surrogate-assisted MOO. The two approaches are first tested against two mathematical 

test problems and the most suitable method is then applied to the chemical engineering flowsheet 

optimisation of a coal to ammonia process with Carbon Capture and Sequestration (CCS). The results 

show savings in computation time even in the most conservative case. 

1. Introduction 

MOO is often used to analyse the trade-offs involved between two or more, often conflicting objectives. 

There are numerous methods available to solve MOO problems including; objective weighing method, 

ɛ-constraint method and evolutionary algorithm based methods, among others. GAs are a class of EAs 

that use a population based approach to mimic the process of biological natural selection. GA or any other 

EA has the advantage that they are able to yield a set of non-dominated solutions in a single run. 

However, in order to do so, a lot of candidate solutions need to be evaluated and ranked. Hence, solving a 

MOO problem by using such a population based approach takes a lot of time if the functions being 

evaluated, are computationally intensive. Also, a large fraction of the candidate solutions evaluated during 

the MOO run are not included in the final solution. Hence, there exists an opportunity to save a lot of 

computation time if the functions could be approximated by a computationally simpler function.  

A “surrogate” model refers to an approximation of the exact or “detailed” model. “Surrogate-assisted” MOO 

refers to the use of surrogate models, either partially or completely, during the course of a MOO run with 

an aim to speed up the search. However, building a surrogate model, accurate enough in the entire 
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decision variable space is a challenge in itself. Wilson et al. (2001) used such an approach of using a 

single global surrogate to carry out MOO. Jin (2005) discusses this approach in detail and concludes that 

this approach can be problematic in cases suffering from high dimensionality, ill distribution and limited 

number of training datasets. It is for this reason that Jin (2005) recommends the use of both the “detailed” 

and the “surrogate” model during the MOO run. 

The next issue to be dealt with is how to decide whether to use the surrogate or the detailed model for an 

evaluation. Jin (2005) described this as “model management” or “Evolution Control” (EC). There are two 

basic strategies used in EC namely, fixed EC and adaptive EC. The salient feature of fixed EC is that the 

frequency of detailed model evaluations is fixed. Fixed EC includes two sub-categories viz., individual and 

generation based EC. Individual based EC involves only some individuals in every generation using the 

detailed models. Generation based EC, on the other hand, involves the candidate solutions being 

evaluated by detailed model only after a fixed interval of evolutionary generations. Adaptive EC involves a 

variable, rather than a fixed, frequency of detailed model evaluations. This frequency depends on the 

accuracy of the surrogate models. Ray et al. (2009) proposed a Surrogate Assisted Evolutionary 

Algorithm (SAEA) which used a mixture of the basic EC strategies discussed above. In SAEA, in addition 

to generation based fixed EC, a form of adaptive individual based EC is also used.  In SAEA, the 

Euclidean distance of every normalized candidate solution is measured from each and every normalized 

training dataset. If the minimum distance is below a particular threshold value (confidence region), then 

only the surrogate model is used for function evaluation. SAEA involves periodic retraining of the 

surrogates by making use of all the detailed model evaluations stored in an “external archive”.  The 

periodic re-training of the surrogate model is advantageous especially in the cases where the dataset, 

used to initially fit the surrogate, is significantly different from the final Pareto-optimal solution.  

There is a wide variety of model approximations available to choose from, ranging from polynomial 

models, multi-layered feed-forward neural networks, kriging approximations, radial basis functions, and 

support vector machines. Santos et al. (2013), for example, compared the performance of multi-layered 

feed-forward neural networks and radial basis functions in detecting and locating leaks in gas 

transportation pipelines. Jin (2005) reports that though there are several studies comparing the 

performance of different approximation methods, there is a lack of clarity as far as the advantages and 

disadvantages of different methods is concerned. This is mainly because performance of individual 

methods is also dependent on the problem being solved. Also, there may be several criteria on which the 

comparison could be made.  

Isaacs et al. (2009) recently proposed another set of algorithms for surrogate-assisted MOO. The two 

algorithms proposed by Isaacs et al. (2009) are Multiple Spatially Distributed Surrogates (MSDS) and 

Multiple Adaptive Spatially Distributed Surrogates (MASDS). There are a lot of similarities between SAEA 

and these two algorithms. For example, like SAEA, MSDS and MASDS also use EC. The basic difference 

between the two approaches is that while SAEA uses single surrogate models in order to predict the 

functions in the entire decision variables space, MSDS and MASDS use multiple, locally accurate 

surrogate models in order to predict functions in different regions. The basic genetic algorithm used in 

MSDS and MASDS is the Non-dominated Sorting Genetic Algorithm (NSGA)-II proposed by 

Deb et al. (2002). Isaacs et al. (2009) demonstrated these algorithms for six mathematical MOO problems 

along with a welded beam design optimisation problem. Isaacs et al. (2009) concluded that MASDS 

performed by far the best for most of the problems. Recently, Zhu et al. (2014) proposed a multi-objective, 

variable-fidelity optimization method, i.e. a surrogate-assisted method, for genetic algorithms. They noted 

that the optimal decision variable space is typically a small subset of the original search. Hence, in their 

approach new points are only included for surrogate model fitting if they are expected to impact the 

domination decisions made by the genetic algorithm and on the basis of error estimates, provided by the 

kriging models. However, the computation complexity in fitting the surrogate model increases significantly 

with an increase in the size of the dataset used to fit the model. This problem is especially acute for 

problems involving three or more objectives. Liu and Collette (2014) proposed an improved version of the 

method proposed by Zhu et al. (2014) to incorporate multiple surrogate fitting, just like what 

Isaacs et al. (2009) had proposed in MSDS and MASDS, to deal with the increase in complexity of 

surrogate fitting. A complimentary way to deal with this issue could have been to limit the search space 

periodically and fitting the surrogate in just the promising subset of the original decision variable space. 

This is particularly important for many real life problems where the initial search space could be drastically 

different than the final solution. The present work aims to address this research gap, not considered in the 

above mentioned works, by proposing an appropriate surrogate-assisted MOO framework.  The proposed 

framework has been compared against MASDS for two mathematical test problems. This is then followed 

by applying the proposed algorithm to a chemical engineering flowsheet optimisation of coal to ammonia 

process with Carbon Capture and Sequestration (CCS) by a non-selective Rectisol
TM

 process.  
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2. Proposed methodology 

Ø All the “detailed” evaluations are 

stored in an “external archive”

Ø Aim is to incorporate only the “superior” datasets in surrogate model fitting

Ø Expected to improve the surrogate model predictions in the region of 

interest

Ø A surrogate model is termed as “valid” when the test error is less than the user specified threshold value

Ø Only a fraction, α, of the data in external 

archive is used for training the surrogates 

Ø This is primarily done to keep a check on the search direction

Ø Every candidate solution has to be within a particular euclidean 
distance, µ, from either one of the samples in training set for it 
to be evaluated using surrogate model

Start

Start the GA run using functional 

evaluations being done by using 

“detailed” models for “i” generations 

Partition the external archive, A, containing all the 

detailed model evaluations into “training data” 

and “test data”

“Refine” the decision variable search space on the basis of GA results 

obtained until now
Total number 

of generations = 

nmax

Stop

Ø It gives another opportunity to 

search in the sections that were 

discarded when last time surrogate 

models were built

Run the Genetic Algorithm using functional 

evaluations being done by using detailed 

models for 1 generation but with a “high” 

mutation rate in the entire decision variable 

search space as specified at the start

Train the surrogate models for objectives (m in number) and constraints (p in number) and test their 

generalisation abilities against test data. Let the trained surrogate models be Sj ; where, j=1,2.. (m+p)

Yes

No

For j = 1 to (m+p) do                                          / For every surrogate model
      If Sj is not valid Then                                          / Check wheter the surrogate model is valid or not
           For K = 2 to Kmax                                          / Kmax refers to the maximum number of partitions allowed
              βK  = 0          / βK refers to the number of valid surrogates for K partitions 
              Partition the input data in K clusters ( A1,... AK)
              For l = 1 to K do
                      Sj,l = train(Al)                  
              end for
              For l = 1 to K do
                      test(Sj,l)                                      
              end for
              For l = 1 to K do
                   If Sj,l  is valid Then
                       βK  = βK  + 1          
                   end If
              end for
              ØK = βK/K           / ØK refers to “valid partition ratio”
              If ØK = 1 Then           

    Exit
              end If
              end for
              Kfinal = K with maximum ØK           
      end If
end for

/ Testing the surrogate models for j
th
 independent variable   

and i
th
 partition

/ Increasing the count of valid surrogates by 1 for K 
partitions 

/ Training the surrogate models for j
th
 independent variable 

and i
th
 partition

 / In absence of a particular K for which all surrogates are 
valid, the one with the highest ØK is to be chosen with 
respective surrogate models for different partitions

/ If all the surrogates for K partitions come out to be valid, then 
further partitioning is not done. This is done in order to avoid 
extra computation effort required for large values of K. 

Run the GA using functional evaluations being done by using 

surrogate models for the next “s” generations 

Re-evaluate the intermediate results of GA using functional 

evaluations being done by using detailed models 

 

Figure 1: The proposed methodology for “surrogate assisted” MOO 

The most significant differences between MASDS and the proposed methodology is that whenever the 

surrogate models are retrained after the initial training, the decision variable search space is “truncated” 

according to the final results (DNA) obtained until that point. The idea of periodic truncation helps to 

discard “inferior” datasets in the external archive and prevent them from contributing to the surrogate 

models fitting. It is expected that the accuracy of the surrogate models thus fitted, would be better in the 

“promising” regions.  
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3. Test Problems 

3.1 Problem definition 
Table 1 lists the two numerical test problems against which the performance of the proposed methodology 

and MASDS are compared. The SCH problem represents a case where the initial search space is 

drastically different from the optimal decision variable space. To facilitate comparison between the two 

algorithms crossover probability (0.85), default mutation probability (0.01), random number generator and 

the seed value for random number generation were kept the same for the two runs. The resolution 

parameter, that is µ, has been kept as constant, that is, 5 % of the length of the solid diagonal of the 

decision variable space. However, it could also have been variable as the search space, for the algorithm 

proposed in this work, keeps on changing. The value of µ should largely depend upon the accuracy of the 

surrogate models being fitted. The surrogate models in this work are fitted by using SUMO toolbox 

developed by Gorissen et al. (2010). The model being fitted are feed-forward neural networks where 

MATLAB’s gads toolbox selects network parameters using a GA. 

Table 1: Numerical test problems used in this study 

Problem Objectives Initial search space Final Solution Parameters 

SCH problem  

(Convex Pareto) Minimise: 
2

1 x(x)f 
 

Minimise: 
2

2 2)(x(x)f 
 

 1000,1000x    0,2x  
 

1i   

3s   

13nmax   
 

ZDT2 Problem 

(Concave Pareto) 
Minimise: 11 x(X)f   

Minimise: g(X))(X),h(f*g(X)(X)f 12   

  2

11 gf1g),h(f  ,









 



10

2i

ix1g(X)

 

 
01,2,3,...1i

,0,1x i





 

 

102,3,4,....i

0,x

0,1x

i

1







 
 

1i   

7s   

56nmax   

3.2 Results 
Figure 2(a) and 2(b) show the intermediate results obtained for SCH and ZDT2 test problems after 13 and 

56 generations. For both the test problems, it can be seen that the proposed framework gave better results 

in terms of both nearness to actual Pareto and the spread of points on the Pareto. However, for ZDT2 

problem, the proposed framework required a greater number of detailed model evaluations. The resolution 

parameter, that is µ, was kept constant as 5 % of the normalised solid diagonal length. Hence, the 

resolution (in absolute values) became smaller, as the search space became narrower. This meant that 

the minimum distance criterion for evaluation via surrogate models was not met in most of the cases. It is 

hence suggested that in such cases, µ could also be treated as variable, depending upon the accuracy of 

the fitted surrogate models.  

 

Figure 2: (a) SCH results after 13 generations; (b) ZDT2 results after 56 generations 

Since, the proposed framework showed promising results, it was then applied to “global” optimisation of 

coal to ammonia process.  
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Figure 3 depicts the coal to ammonia process (with CO2 capture) under investigation.  The gasifier is an 

entrained flow gasifier and chilled methanol is being used to capture the CO2. The aim of this exercise is to 

optimise the “global” coal to ammonia process while using a computationally cheaper surrogate model for 

the CO2 capture process (namely, Rectisol
TM

). The detailed model for Rectisol
TM

 involves a number of 

recycle streams, thereby making the Aspen Plus
TM

 simulation, computationally expensive.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Block diagram of the coal to ammonia process being optimized (the highlighted rectangular 

portion represents the surrogate model’s boundary) 

4.1 Problem definition 
Objectives: Minimise net electricity consumption (kW) and moles of CO2 emitted per unit moles of NH3 

produced (for a minimum NH3 production of 1,200 kmol/h) and a fixed coal feed rate.  

Decision variables (seven in total): Oxygen flow to gasifier (kg/h), HP steam to shift reactor (kg/h), Purge 

fraction for ammonia synthesis loop, along with the four parameters specific to Rectisol
TM

 unit- same as 

specified in (Sharma et al., 2014).  

Constraints: H2 and CO recovery across Rectisol
TM

 unit should both be greater than 99 % and CO2 

mole fraction in the treated gas from Rectisol
TM

 unit should be less than 10 PPM. 

4.2 Results 

Figure 4(a) shows the results obtained, for similar number of detailed model evaluations, with 

“business-as-usual approach” (BAU) (that is, where only detailed Aspen Plus
TM

 evaluations were done) 

and the surrogate-assisted approach, proposed in the present work. 

  

Figure 4: (a) Proposed framework and BAU approach (for similar number of detailed evaluations); 

(b) Proposed framework and BAU approach after 1,337 and 2,850 detailed evaluations 
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The proposed framework’s performance is somewhat similar (but better in terms of spread of solutions) to 

the BAU. Pairwise comparison of the two Pareto datasets yielded that every point on the proposed 

framework plot was dominated by 0.50 points on the BAU plot. While every point on the BAU plot was 

dominated by 1.86 points on the proposed framework plot. Figure 4(b) shows the comparison of the results 

obtained from the proposed framework and those obtained from the BAU approach for a significantly 

higher number of detailed evaluations. The comparison depicts how close these results are to global 

optimum values, assumed to be depicted by the BAU plot in Figure 4(b). Such an analysis clearly shows 

the relative advantage offered by the proposed approach over the BAU approach, even for a conservative 

value of the resolution parameter (µ), kept as 5 % of the normalised solid diagonal length. 

5. Conclusions 

A surrogate-assisted MOO framework has been proposed in this work. The aim has been to improve upon 

a similar existing framework (MASDS). The proposed framework has been tested on two mathematical 

problems. This analysis has yielded some useful insights related to how to best apply this framework. The 

resolution parameter, µ, in particular could be varied depending upon the accuracy of the fitted surrogate 

models. This framework is then used for the global optimisation of coal to ammonia process, with CCS. 

The results of the optimisation run have been reported along with those obtained with the BAU approach. 

Each point on the non-dominated set generated with the proposed framework dominated, on an average, 

1.86 points in the set generated by BAU approach. While the same metric for BAU approach was just 0.50. 

The results show huge potential of using such a technique for MOO problems in chemical engineering 

which would otherwise be computationally prohibitive  The proposed framework, hence, could allow for 

better integration of computationally complex units into a large-scale plant simulation (i.e. global 

optimisation), rather than treat them as stand-alone units which could result in sub-optimal operation. 

Unlike other optimisation methods, where the solution is a set of optimised decision variables, this method 

provides both the optimised decision variables and an array of surrogate models accurate in different 

regions of the decision variable space, for future predictions. 
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