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Reliable sti0rage and tra:nsmission of information is one of the fundameAtal 
requirements of rno<llern sooiety. \.Vhen a patient's medicail da.ita are recorded in 
a hospital's database, iit is vi•tallly important t hat a doctor f)rescribiHg medicine 
or performing surgery i:ecovers U1e data from the databa.se exactly as they wcre 
written in. W hen a t>ank transfers funds electronically from ©Ne account to anot
hcr , thc figures rccorclit;ig tl.1e ar.nount being transferred must not be subject to 
chauge during t he traBsmission. A compact d isk is expected to providc per íect 
quality of reproduction, even when the disk is scn1Jtchecl or clusty. At the heart of 
th(' tcchuology gua.ranteeing tl~e reliability of inforrnaition transrn•ission t hrough 
space or time Jies the nmthematical d iscipline of a1lgebraic coding theory. Ttadi
tiona lly1 this d iscipliBe has relied on relatively elabon11te maithematical 1na.chinery 
such as Galois theory or a lgebrnic geometry. This art.icle shows how much simpler 
mathemat.ical struct\oires-loops a.nd quasigroups-ma.y be used to construct codes 
for the correction of errors in information transmission. 

2 Quas igroups and Loops 

A <¡uasigrnnp Q or (Q , ·) is a set Q equippcd with a hi ina.ry multiplication, 
denoted by · or juxtaposition, such tha.t in the equation 

(2. 1) :i;. y = z, 
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knowlcdgc of auy t.wo uf .·t , y, z spccific:-; t hc t hird 11 11 iq11cly. T hus for each 
f'icmcnt q of Q. t hc 1·i9ht multi ¡>lical.'ion 

(2.2) 

ami lej t m1dtivlication 

(2.3) L (q) Q --> Q; x ,_.¡ qx 

are clcments of thc group Q! of bijections or pcrmutat ious of the set Q. A 
quas igroup may be rcdcfincd equivalcntly as a set Q with t hrec binary opcrat ions, 
namcly t he multiplica t ion, ri_qht di-uision 

(2.4) 

a nd lejt division 

(2.5) x \y = yL(x) - 1. 

Thcsc t hrec opcrations are rcqui red to satisfy thc idc11t ity 

(2.6) (xy) / y = X 

showing t ha t R(y) inj ects (i.c. :cR(y) = x ' (y) ==> :e = x R(y)/y = x' R(y) / y = 
:r ' ), the identit.y 

(2.7) (x/y)y =X 

showing tha t R(y) surjed s (i.c. :z: E Q .::::::;. x = ('.c/y) R(y)), t he idcnt ity 

(2.8) y\ (yx ) = ·" 

s ltowing that L(y) injccU;, ami thc idcut ity 

(2.9) y(y \ x) = "' 

s howiug t ha t [,(y ) surjccts. 

Exam p le 2.1 Any group G fornis a q 11as ig ro11p (G, ·. / , \) wit h x / y = x y- 1 and 
X\ y = x - 1y. 

A group is rcquircd to satisfy t.hc as8ociativc idcnt it.y 

(2.10) (:ioy) z = '"(yz ) 

for its mult iplicat.ion. In a gcncrnl quasigroup, t.his rcqn ircmcnt is d rop pcd. For 
1 his rí'ason, q uas ig:roups a re soinctimcs considcrcd as "11011-associativc groups11 • 

E xample 2.2 T hc Sí't Z of iut.cgcrs fonns a qmL'iigroup using t.hc 11011-associa tivc 
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operntion of suThtracti0n as the i~multipl icatio11'1 . Certa.inly1 if.I. tJ¡¡e eqHation x -

y = z. knowledge 0f any two of x, y , z specifics the third unic¡¡uely. 

Example 2.3 A Latin squa1·e 0 11 a il n-elemcnt set is an n x n square array in 
whiuh each column aHcJ each row contains each element oí tJ¡¡e set exactly once. 
Ror cxample, 

(2.11) 

is a Lat in square 0 11 the set Q = { 1, 2, 3, 4, 5, 6} . Given a Laitin squa:re on a set, 
one may make t he set inbo a !I}Uasigroup by labelling the rows and columns of 
t he Latin sc¡uare with t he elements of t he set in some order, thus obtainiNg the 
mult.iplication table for the quasigroup. For instance, the LatiN square (2. 11 ) 
yiclds a quasig11ou1¡:> Q wit:h multi¡:>licatio11 table 

Q 

(2. 12) 

Thus in Q, one has 4 2 = 5, etc. Converscly, note that Uie mul•tipl ication 
table of any finibe <!ptasigr0up will y ield a Latin squa:re by dele ting the left and 
upper borders. 

A q uasigroup Q ar (Q1 ·,/1 \) is said l.o be a loov if it has a special element, 
w;nal\y denotcd by 1 ancl lmown as thc úlf'11.f.i ty elem en f., such t.ha.t. Q sa:tisfies thc 
laws 

(2.13) 

:\ote t.ha t. groups a.re loOii>S. On t he other h;.rnd , the quasigrc.mf)s of Exa:rnples 2.2 
ilml 2.3 do not cont:a,in iden~ity elements. Thc rnult iplicaLi0n t:a1blc 
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(2.14) 

cxhibits a non-associative loop of orcler 5. 

3 Right loops and loop transversals 

In §2 , a quasigroup Q was specified as a set-with-structure (Q, ·, /, \) satisfying 
(2.6-9). This specification breaks up naturally into left- and right-hancled parts 
that share the multiplication. Taking the right.-hand part alone, a right quasigroup 
(Q 1 · , /) is a set equipped with a binary mnltiplication · and right division / such 
that (2.6) and (2 .7) are satisfied. Recall that (2.6) yiclds the injectivity of each 
right muttiplication , while (2.7) yiclds its smjectivity. The right division x/y is 
then cxpressed in thc form :cfl(y) - 1 of (2.4) . 

Example 3.1 Let Q be a set . Define :e· y = :e = x/y for x, y in Q. Then (Q, ·, /) 
is a right quas igroup, with R(y) = 1 for ali y in Q. 

Rcstriction from right. c¡ua.sigroups to right loops diminates trivialities such 
as t.hosc iuhcrcnt. in Examplc 3.1. A 1·iqhl loop (Q , ·, /, 1) is a right quasigroup 
(Q , ·, /) with au úlcntity elernent 1 satisfying (2.13). A 1·ight quasigrnu.p homo
morphism is dcfincd to be a set ma.p J : Q --t P; q 1-7 qf betweeu right quasigroups 
(Q , ·, / ) and (P.· ,/) t hat. prcserv<'s thc multiplicat ion aud right d ivision. 111 othcr 
words , x f ·y!= (.1: ·y)f and :1) /yf = (:1:/y)f for ali x,y in Q. (Note thc algebraic 
convPnt.ion of writing functions to thc right of their argumcnts, as with the squa
ring funct.ion :i: 1-7 :i:2 . This convcution rnakcs it much easier f,o read thc ac:tion 
of compos it.e fun ctions , and hclps t.o nxlncc the !lUlllbcr of brackcts required.) 
A r'iyht loop homomo171hism is a right. quasigroup homomorphism hetween right 
loops mapping Lhc idenli!.y of the domain t,o thc identity of lhc codomain. A 1·ight 

loo¡1 isom orphism is jusl a hijcctive right loop homomorpltisrn. Of coursc, onc 
may also study oppositc ly-ha.ndcd v~rsions of the abovc , narnely left quas igroups, 
lcfl loops, cte. 

The primary sourccs of right loops are right transversals to subgroups of 
groups. Let. H he a subgroup of a gronp (C , ·, / 1 \ , l), and Jet T be a right 
trallSV("rsal to Hin e such tha.t 1 reprí!scnt.s H. (Transvcrsa ls having the identity 
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as t hc rcprcsentH.tive for the subgroup are oftcn described as nonnalized.) Thus 
Lhr gronp G is pnrtit.io11ccl as G = LJN t into a clisjoint union of cosets Ht of H , 

IE'f 
indcxcd by thc clements l of thc transversal T. Define a map é : G -t T ; g i-¡. ge 
by 

(3. 1) gE Hg', 

so t hat g' or ge is t he unique reprcsentative in T for the right coset of H t hat 
contaius g. It is also convenicnt to define a map ó : G -t H ; g i-¡. g6 by 

(3.2) 

Note t hat ¡ ti= ¡e = l. Moreover h6 = h a nd h' = 1 for hin H, while t6 = 1 
aud te = t for t in T. Now define a binary multiplication * anda binary right 
division 11 on T by 

(3.3) l.• u = (tu) E, tllu = (t /u)E 

for t , u in T , i.c. by tu E H(t •u) a nd t /u = tu - 1 E H(tllu) . Since H(tilu)u 3 
(t/u).u = l. E H I. and H(t • u)/u 3 (tu)/u = t E Ht, one has (t llu) •u= t and 
(t • u)llu = t for a li t , u in T. Moreovcr 1 • t = (lt)e = te = t = te= (t l )e = t •l. 
Su1nmarizing, 

Proposition 3.2 Let. T be a nonnalized 1ight tmnsven;al Jrom a group G to a 
subgrouv H. Then (T, *• 11, l) is a 1·ight loov. 

To within right loop bomorphism, evcry right loop may be obtained by the cons
truction of Proposition 3.2. Note also that the set bijection T -t H \ G ; t H H t 
may be uscd to transfer the right loop structure from thc norma.lized right trans
versal T to the set H \ G of cosets of H. 

In ccrtain circumstanccs, the right loop of P roposition 3.2 will become a loop. 
If t his happens, thc normalized right transversal T is called a loov tmnsven;al. 
Thus T is a loop transversal if and only if, for each ordcred pair (t, u) of elements 
of T . thc equation 

(3A} 

has a unique solution. T he solution x is thc rcsult of l dividing u fro1n the left 
in t hc loop. 

Exan1ple 3.3 Let N be a normal subgroup of thc gronp G. T hen a norma
lized r ight transvenml T from G to N is a loop transvcrsctl. Indeed , t he set 
bijection T -t N \ G; l. i-¡. Nt becomes a right loop isomorphisrn (T, *• 11, 1) -t 

(N \ G,·J N) = (G/N, ·, / , N), sincc N(t.< u.)= Ntt" = NNt:u = Nl. ¡- 1Ntu = 
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NL Nu. 

Pro p ositio n 3 .4 Lct T be "· 11.onnalize<l right 1.mnsve1·sal Jrorn a grouv G to a 
.i;ubgroup H . Th en T is a loop l.ransvcnuil if a,nd 011ly if it is a 1-ight transve,-sal 
to cach conjugate H Y of H Úl e. 
Proa/ Supposc first that T is a loop transversal. Note HY = g- 1 H g = (g6gc)-1 

Hg6g' = H 9c . T hen for x in Tanda in G, one has a E H 9x <=>a E lf9'x <=> 
.r( ·a E Hg' · x <=> (g' · a)e = (g' · x)t: <=>ge *X = (g' ·a)c. Since (T, *) is a loop, 
thcrc is a un iquc solut ion :r to the lattcr cq11atio11 . T hus T is a right transversal 
to f-19 in G. 

Conversely, supposc that T is a r ight transversal to cach conjugate of H in G. 
l t must be shown t hat (3.4) has a uniquc solution x. But t * X= u <=> (tx)e =u<=> 
H1t = H(tx)c = Htx <=>u E H t:r: <=> C 1·u E H 1x. Since T is a r ight transversal to 
fl 1, there is a unique x in T for which f.- 1u E fflx , and thus for which t * x =u. 

4 Loop tra nsve rsal codes 

T hc concept of a loop transversal offcrs a quick all(I clcmcutary introduction 
to the subject of algcbraic coding thcory. Algcbraic coding t hcory addresscs cer
tain aspects of thc problcm of trnnsmi ttiug information through channels that 
are subjcct to intcrfcrcucc. Thc effcct of thc intcrfcrcncc is to corrupt the sig
nals bcing t.ransmiU.ed. Neverthclcss, algebraic coding t hcory offers methods of 
cncoding the original inforniation into a s igna! for trausmission, in such a way 
that thc original information may he rccovcrcd from a corrnpt received signal, or 
at. leas t ~o that a signa\ may be recognir.cd as being corrnpt. The information 
transmission may be taking place through spacc, scnding a messagc from one 
physical location to anothcr. On thc other h;rnd, it may also be taking place 
t.hrough time. recording a mcssagc in a mcmory, allCI thcn read ing it back latcr. 

The usual schcrnc of a lgebraic coding t hcory may be su111111arizcd as follows. 
A liuit.c set .4 is givcn, knowu 1L" thc alvlwbef.. The elements of the alphabet. 
A are often described as thc letten> of thc alphabct. A . Typically, onc uses the 
bi11m11 alplw bet {O, l} consisting of thc f,wo binary d igit.s O, 1 or intcgen; modulo 
2. The i11formatio11 lo be tn-rnsmittcd is a~sembled from words of fixed \ength k , 
i.e. concat.cnat.ions of k (not ueccssarily disl.iuct.) lcltcrs of the alpha bct. T his 
set. of words to be cncodcd is dcscr ihcd as t hc unifonn code Ak. T he information 
chanucl carrics words frorn thc 11nifonn corle An , for somc n 2::: k. T hc integer n 
is known as t hc length of thc channel. A subsct C of A 11 is choscn. This subsct 
C is known as the code (or a. block code to avoid confusion wit.h t hc conccpt 
of a uni form codc). Tite encodiug is a 11 <'1nhNldi11g A k -t A" wit h imagc C 1 
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rcstricting to a bijection 17 : ;tk -4 C. T hus ICJ = IAI*· The iuteger k is known as 
the dimension of the code. 1f a word e from t hc code C is transmitte<l through the 
chanucl without corruptiou, t hen it is received as the same word c. T he original 
cncodcd word from A~· may t hen be recovererl as c,,- 1. Howcver , the emitted 
i.;odeword e may have becn subject to interference in the channel, being received 
as a corruptcd word x in A 11 • A decoding map 

(4.1) ó: A11 -4 C 

tlssigns a codcword :c6 to the received word x . Provided tha t t he rcceived word 
:i; wils not corruptcd exccssively from t he emit ted codcword e, one should expect 
t hat x6 =c. Jn particular, one should have c6 =e for e in C. 

ExampJe 4.1 (Repetitio11 codes). Lct A = {O, l } and k = l. Consider a 
channel lcngt.h of 3. Define 017 = 000 and h7 = 111. Thus C = {000, 111}. 
Define the decoding (4.1) by J- 1{000} = {000, 001, 010, 100} and J- 1{111} = 
{111 , 110, 10 1, 01 1} (nmajority vote"). Provided that at most one letter ofthe 
cmitted codcword gcts corrupted in t he channel, the decoder is able to recover 
t hc codcword. One may extend this scheme to channels of greater odd length. 

For furthcr a nalysis1 it is convenient to put an abclian group structure (A, +, O) 
on the alphabet A. Usually, for IAJ = l , one takes A to be the cyclic group 
(Zi. +, O) of rcsidues modulo l. T he channel A11 is t he n-th direct power of A, 
with componentwise operations. Thus the channel A 11 becomcs the abelian group 
(A",+, 0) , or more pedantically (A11 ,+,00 ... 0). This abcl ian group structure 
may be uscd t.o describe Lhe interíerence taking place in the channel. If an emit
tcd codcword e is rcceivcd as thc corruptcd word x , one says that t.he erro1· x - e 
was added t.o e during passagc through the channcl. T hc dccoder ó : x ~ e is 
t hen said to corrnct t hc error x - c. To measurc the seriousness of t he error, one 
may define t hc lfmnming wóghl lxl of a channcl word x in A 11 to be thc number 
of non-zcro lettcrs in x. The Hamming dislance bctween t.wo words x , y is then 
lx - YI· otc that thc tria nglc incqua lity 

(4.2) lx +vi ~ 1•1 + lul 

is satisfice!. Indccd1 lx + y¡ > lxl + 1111 is impossiblc, sincc 3; + y can only have a 
11011-zcro !et.ter in a ccrtain slot if at lcast. onc of x ancl y has a non-zcro lctter in 
t hat s lot. ~Iorcovcr , l.'tl = O<=> :e = O. 

ThC' d<'coding rnay be analyzcd using t he abclia n group structure. An err01· 
map 

e : A 11 -4 A" 
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dC't t·rn1i1ws 1hat a rf'cc iv(•d word :1; was 1lu• rc•s ult o í a n Nror .1·( . T hus 

( 1.-1) 

for cach .1: in rl. 11 • Tlic kcy idea bchind loop t,r;1m:vcrsal codcs is the obscrvation 
that. (·L-1) may just be an inst.ance of {3.2). T hus t lic codc C is dcfincd to be 
linear if it. is a snbgroup of t lic drnnncl An. Sincc .4 11 is abelian, such a subgroup 
C is normal. As in Exarnplc 3.3, a ny uormalizcd right transversal T to C in Ari 
is thcn a loop transversal. Taking thC' error nmp ~as in (3. 1), one obtains the 
loop transversal T as thc set of cnors corrcctcd by thc codc. Note that thc loop 
(T .*• O) definf'd by (3.3) is a n a bclicu1 group, since thc map T -1- An /C¡ t. t-t C + t 
of Examplc 3.3 is a right loop isomorphism of T with thc abclian group A"/C. 
Ncvcrthclcss. it is ofteu convcnient to co11ti1111c to rcfcr to t.lrn opcration * as a 
loop multiplication1 in ordcr to distinguish it from thc a.belia.n group operation 
+ Oll A11 • 

Exam p le 4.2 Considcr thc lengt.h 3 binary rcpctit.ion codc C of Examplc 4.1. 
Intcrprct A as Z2. Then C bcmmcs linear , a nd the normalizcd right transversal 
T = {000, 001 , 010, 100} is th(' set of errors corrcctcd by C. Thc abclian group 
multiplication * 011 T givcn by (3.3) has t.11(' table 

000 001 010 100 
noo ooo 001 010 100 
001 001 000 100 Olíl 
01 0 010 100 000 00 1 
100 100 010 001 000 

Notf' t hat thc table may lw s1 111 11 mtrizcd by thc spccificatio11 tha t thc map 

s : (T,.)-> (J\2,+);001 >-> 01 , 010 >-> 10, 100>-> 11 

is an abclian g:roup homomorphis111 . 

If OllC knows a linear codc e in a chamwl A"' OllC may d('lcnuinc a loop trans
versa l T t.o C by sclccting rcprcscntativC's of t.hc various coscts of C. Typically, 
onc picks coset /cade1·s- rcprcse11tat ivcs havi11g minimal Han1111i ng wcight within 
t hcir cosets. On tlie oi.hcr hand , onc of t lic lllajor problcrns of algcbraic coding 
1 hcory is to det.cr111i11c a suitablc codt' C t.o bcgin with, for a givcn chanucl A 11 • 

lf thc loop (T, *1 O) is known, t.hc n t.hc rndc C ma.y be obtained from T by thc 
so-called Pri11.ciple of Loca.l Du.(1.l-ity. 1b formulatc t his principlC', it is convenicnt 

t.
1
0 cst.ahlis~ sorne not.ation. mFor <'lcments f ~1,1~¿1 •••• of T. dc~,: 1c ~;::, 1 l., .inducti

\ CJy by L:,=1 t, = O and ¿i=! t, = lm + L, 1 t ,. Define íla=I t, mducLivcly by 
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fl~= I ti= o :rnd n:~l 1, = tm * n:~1 1 t,. In compound cxprcssions involving loop 
opcrations ~. JI ;rnd abclian group operations +, - , thc loop operations will bind 
111on~s1rongly than t.hc gronp opera tions. Far example, l.+ u - t•u = t+u.-(t•u). 

Proposition 4.3 (Principie ofLocal Dua lity). Let T be a loop lmnsve1·sal to a 
/mear code C in " cluumel A11 , ove1· a finüe abelian grouv alphabet A. Suvpose that 
T is a set o/ genemton; /01· 11'1. The11 e= {l:~1 t. - n:~l t¡l(t 1, ... i lm} E TH' }. 

Proof Reca ll that t~ = l. for t in T. lnd uction on m using (3.3) t hen shows that 
(2:;~ 1 t,)e = fl:: 1 t¡ for t1 , .. , tm in T. Since T genera.tes A 11 ali(! A is fi nite1 

cach cha nnel word x may be written in thc fonn .c = ¿;~ 1 t¡ for sorne multisubset 
(t¡ , .. , t.111 ) ofT. T hcn 

Thc full force of thc Principie of Local Duality comes into play when it is 
not even known in ad vanee t ha t thcrc is sorne code C to which a loop (T, *,O) 
in A 11 is transversal. For simplici ty, thc case A = Z2 = {O, l } will be discussed 
hcrc. Givcn a channel A", one nonnally has a list of t he errors one would like to 
corrcct (c.g. thc commonest crrors), and t his list usually includes t he n-element 
set B of cr rors of Ha mming: wcight J. Lct T be a 2'1- k-elerncnt set of errors to 
be correctcd , with T 2 {O} U B. Supposc that T carrics a loop structurc (T , *•O) 
givcn Uy an isomorphism 

(4.5) s: (T, ., o¡ -t (A"- ', +, O) 

(e.g. as in Examplc 4.2). Lct l1 , . , t 111 be cl<'mcnts ofT. By the dosure of (T, *), 
t hc loop product n;~ 1 t¡ always lies in 'J' On t hc other hand, t hc sum ¿~~1 t¡ 
may ouly lic in T for certain choiccs of t 1, ••• 1 1111 • Thc isomorphism (4.5) is said 
to be a pm·tial hon1.011w1·phism s: (T,+) -4 (A11- k,+) if 0=~~ 1 l ¡)s = ¿;: 1 tf 
whcncver L:~ I t, E T. or course, this mcans tl1at L:~l t¡ = n:~l /.¡ in such cases, 
s incc t hc two sides of thc equation havc t hc same imagc undcr thc isornorphism 
(4.5). 

Theorcm 4.4 Let T be a 2'1- k-elemcnt subsct o/ the fength n binary channel A" , 
.rnch lhat T contains O and the n-eiemeut set. a o/ e1'1·01·s o/ Hamm.iny weight J. 

Suppose that T carrics a loop sln.tcltffe (T , • , O) given by rm isomorphism (4.5) 
.mch tlrnt s (T,+) -4 (A'1- A·1 +) is a vartial homomorphism. Then thern is 
a linear code C o/ dimension l.: in A" to w!tich (T, *, O) is n loop tmnsversal. 
Moreover. T is ¡>rncisely f.he .<;et o/ en urs con 'ected by C. 

P1·oof. Note thal. C'acb element x of A11 has a uniquc cxpression .1: = L{b;li E X} 
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for a s 11 hsr.t X o í 8 . 0f'fi nc thc sywlrow c 

(4.6) ,<; :A" --¡. A 11 - A: ; ¿: b, H L b:. 
rEX 1E X 

Since (4.5) is a part ia l homomorp lL isrn , it is t he rcs t. rict ion o f thc sy ndromc to T. 
Now fo r x , y in A 11 , wit.h x = ¿ b¡ a nd y = Lb" o nc has 

iEX iE\ ' 

x ' + y' = L bi + L bj = L { bjli E (X U Y) - (X n Y)} = (x + y) s . 
iEX iE Y 

Thus t he sy ndrome is an abelian group homomorphism . Lct C = Ker (.s ) be 
its group kernel s- 1{0}. Note that \CI = !Al>.:· For x = ¿ b¡ in A, define 

1EX 

X J =L b¡ - 11 b, and x' = íl b¡. Then .?;6 E e ami x' E T , with :r: = x6 +x' . 
iEX iE X iEX 

T hus A n = C + T . But IA 11 I = ICl.IT I, so T is a loop t ransversal to C in A11 • 

Morcover , ó: A 11 ---...¡. C;x H x 6 and € : A'1 --> T;x H x' surjcct 1 indccd Eh· = lT, 
so T is preciscly t he set of errors corrccted by C. 

5 A code for hexadecimal digits 

For t he al phabet Z2 = {O, l}, considcr t he set Z j = {O = 0000, l = 0001, 2 = 
0010, . . , 9 = 1001, A = 1010, B = 1011 , .. , F = 1111 } of hexadecima l d igils. 
T h is se l is to be encoded fo r tramm iissio n t.h ro ugh a b iua ry dtannel of leugth 7 

in such a way t hat errors o f s i11g le Hnu nn ing wcig ht may he cor rectcd. Let b¡, 
fo r l ::; i ::; 7, de note Lhc bina ry wo rd of lcngth 7 a ll(I Ha rnrn ing weig ht 1 wi l h 

it.s uniq ue no n-zf'ro letter in t he i-t h s lot.. T lrns b1 = 1000000, . . . , b:i = 0010000, 
etc. Set 8 = {b;l l :". i :". 7} ami T = {0000000} U 8. Defi ne s : T --> Zj = z;-·1 

as a partial homomorp hi sm by scndi ng b¡ Lo t hc h ina ry reprcscutalion of i , c.g. 

b;i = 011. T hi s sets up an iso morphi s 111 (4.5), e.g. b1 * b3 = (b'] + b~ ) s - 1 = 
(001 + 011 )s - 1 = Olüs - 1 = b'J. . Oy T heo rc 111 4.4 , t.hc loop tra nsver~a l (T, *• 1) Lhen 
determines a cod c e of dilllC ll s io n 4. T lt0 2·1 hexadec ima l d ig its may be enco ded 
by b ij ectio n wit h C. T he clcrne nt s o f C may be d c te r111 i11ed by t.hc P rin cipie o f 

Local Dua li ty, e.g. b, + &3 - &, • b3 = 10000110 + 0010000 - 0100000 = 111 0000 E C. 

Exer c ise 

a) Us ing t he Pri ncip ie oí Local D nafüy. a nd t hc fac t t hat 1 hf' cod c is a s11bg ro11p 
o f thc cha 1111c l, dct0n11 i11 r. nll 16 cod C'words. !ll inl: alo 11g w it h 0000000, 
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t.hcrc should be seve11 codewords o f Ha111111ing we ight 31 seven codewords of 
lla1111ni11g weight 41 aud one codeword of 1-lamming weight 7]. 

b) Set tlp a n e11cod i11g bijet:t.iOll '1/ : z1 -4 C. [Hint : the re is cons iderable choice 
hcre]. 

c) lf thc hexadecimal digit E is cncodcd , and subjected to t hc error b,¡ d uring 
passage t hrough t hc cha n11cl Zi, show tha t it may be recovercd. 

d) lf the hexadecimal digit E is cncoded , and subjectcd to the error b2 + b.¡ , to 
whirh hexadecimal digit. is thc recC'ivcd word dccodcd'? [Hint: the answer 
dcpcnds on your choice of 11 in {b)]. 

6 Further reading 

For a n c lcmentary introduct ion to quasigroups and loops, onc may consult [.t, 6, 
SJ. More ad vanced topics a re covered in ¡3]. The fundamentals of the trad itional 
approach to coding thcory are prescnted in [2, 9]1 while [10] describes thc ap
plicat.ion of algcbraic geometry to coding theory. T he loop transversal approach 
d iscusscd hcrc was initiatcd in [7J, a nd further thcoretica l as pects a re t reatcd in 
[5J. In 14], thc loop t ransversa l mct hod is applied to prod uce rccord-breaking 
binary a nd ternary cocles us ing a s imple ·'greedy11 a lgorithm to construct the 
iso111orphis111 {4.5). 
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