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       Original research paper 
Abstract: Reliability allocation to increase the total reliability has become a 
successful way to increase the efficiency of the complex industrial system 
designs. A lot of research in the past have tackled this problem to a great 
extent. This is evident from the different techniques developed so far to achieve 
the target. Metaheuristics like simulated annealing, Tabu search (TS), Particle 
Swarm Optimization (PSO), Cuckoo Search Optimization (CS), Genetic 
Algorithm (GA), Grey wolf optimization technique (GWO) etc. have been used 
in the recent years. This paper proposes a framework for implementing hybrid 
PSO-GWO algorithm (HPSOGWO) for solving reliability allocation and 
optimization problems of Complex bridge system and Life support system in 
space capsule. The supremacy/competitiveness of the proposed framework 
are demonstrated from the numerical experiments. Comparison of the results 
obtained by HPSOGWO with previously used algorithms named PSO and GWO 
shows that in one problem named the Complex bridge system, the HPSOGWO 
uses lesser number of function evaluations as compared to PSO and GWO. 
Hence, the overall solutions obtained by HPSOGWO are not only comparable 
to the previously obtained results by some of the other well-known 
optimization methods, but also better than that.  

Keywords: Cost function, Metaheuristics, Reliability allocation problems, 
Particle Swarm Optimization (PSO), Grey Wolf Optimizer (GWO), Hybrid PSO-
GWO algorithm (HPSOGWO). 
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1. Introduction 

The present-day real-world problems of engineering have reached to an advanced 
level that have motivated the researchers to find ways to increase the efficiency of 
complex systems. Reliability being the main criteria for this task and the attention of 
the researchers is diverted towards allocating reliability to the complex systems and 
the components. Nowadays there has been lot of research in the field of reliability 
optimization considering its wide applications in real life and industry (Atiqullah & 
Rao, 1993; Pham et al., 1995; Eiben & Schippers, 1998; Kishor et al., 2009; Jayabarathi 
et al., 2016;). Such improvisations increase the efficiency and give better results for 
stochastic nonlinear optimization problems (Ramírez-Rosado & Bernal-Agustín, 
2001). The constraints of weight, budget, volume, can be appropriately set, in 
reliability allocation problem (RAP) to optimize reliability of the system (Kishor et al., 
2007; Pant et al., 2015). Due to the immense applications, RAP problems have 
attracted the attention of many researchers to explore this technology (Mohan & 
Shanker, 1987; Majety et al., 1999; Pant & Singh, 2011; Kumar et al., 2016). Basically, 
reliability optimization problems can be classified into three categories depending 
upon the decision variables involved. These are (i) reliability allocation (Li et al., 2008; 
Mirjalili et al., 2016; Pant et al., 2017; Kumar et al., 2019a, 2019b;) (ii) redundancy 
allocation (Atiqullah & Rao, 1993; Misra & Sharma, 1991a, 1991b; Yang & Deb, 2009) 
and (iii) reliability- redundancy allocation (Sakawa, 1978; Coelho, 2009; Deep & 
Deepti, 2009). Going by the concept of mathematical programming reliability 
allocation is a continuous nonlinear programming problem (NLP). Redundancy 
allocation is a pure integer nonlinear programming problem (INLP) for nonlinear 
polynomial hard problems. Reliability-redundancy allocation is covered under mixed 
integer nonlinear programming problem (MINLP) for solving problems of nonconvex 
nature and combinatorial search space. 

Last few decades have witnessed much research in the field of reliability allocation 
problem (RAP) and reliability optimization by researchers to solve single objective 
and multiple objective optimization problem. Basically, the solutions techniques used 
so far to solve RAP and optimization problems are approximation, exact, heuristic and 
metaheuristic methods. Among these are exact solution techniques for RAP like the 
cutting plane algorithm was proposed by Majety et al. (1999) with discrete-cost 
reliability data for components and other such techniques by Hikita et al. (1986, 1992).  
Random search algorithm for RAP presented by Mohan & Shankar (1987) for complex 
system reliability optimization. Three levels decomposition approach the Khun 
Tucker multiplier method for RAP was given by Salazar et al. (2006). Among the 
metaheuristic techniques for RAP Ant colony technique applied by Shelokar et al. 
(2002); NSGA 2 by Kishore et al. (2007, 2009); PSO by Pant et al. (2011); CSA by Kumar 
et al. (2016). These optimization techniques yield solutions for problems of convex 
nature and monotonicity. 

2. Literature review 

In order to solve complex reliability allocations problems and reliability 
redundancy allocation problems which are nonlinear optimization problems of non-
convex nature and combinatorial search spaces more advanced algorithms called the 
metaheuristics have been formulated. These require lot of computational effort to find 
optimal solutions. As proposed by Wolpert & Macready (1997) that one type of 
optimization algorithm is not enough for all optimization problems.  So, some 
researchers are constantly working on developing different types of nature inspired 
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meta-heuristics technique. Some of them recently developed are Evolutionary 
algorithm (EA) (Ramírez-Rosado & Bernal-Agustín, 2001), Ant colony optimization 
(ACO), (Zha et al., 2007; Dorigo & Gambardella, 1997) Particle Swarm Optimization 
Algorithm (PSO) (Eberhart & Kennedy, 1995; Kennedy & Eberhart, 1997; Hu & 
Eberhart, 2002, Pant & Singh, 2011) Grey wolf optimization technique (GWO) 
(Mirjalili et al. 2014; Fouad et al., 2015; Jayabarathi et al., 2016; Mosavi et al., 2016; 
Kumar et al., 2017; Kumar et al., 2019a, 2019b; Pant et al., 2019;), Flower pollination 
Algorithm (Pant et al., 2017) and Cuckoo search algorithm (CSA) (Yang & Deb, 2009). 
The detailed reviews of reliability optimization especially GWO, PSO optimization 
techniques are given by Kuo and Prasad (2000); Negi et al. (2020); Padhye et al. 
(2009); Uniyal et. al. (2020). 

These previous researches have led to the development of some of the recent 
researches in the field of metaheuristic algorithms and hybrid metaheuristic 
algorithms and their applications. 

Hassan & Rashid (2021) proposed a new evolutionary clustering algorithm (ECA) 
based on social class ranking and meta-heuristic algorithms for stochastically 
analysing heterogeneous and multifeatured datasets. Rahman & Rashid (2020) 
presented the idea of Learner performance-based behavior algorithm LPB inspired 
from the process of accepting graduated learners from high school in different 
departments at university and has a greater ability to deal with the large optimization 
problems. A collaborative working approach to path finding was introduced by 
Shamsaldin et al. (2019) in the form of Donkey and smuggler optimization 
algorithm to solve different problems such as TSP, packet routing, and ambulance 
routing. Abdullah & Ahmed (2019) proposed Fitness Dependent Optimizer inspired 
by the Bee Swarming Reproductive Process which uses the problem fitness function 
value to produce weights for guiding during the exploration and exploitation phases. 
Some of the modified and hybrid algorithms have also been in the recent years to solve 
many real-world engineering problems. A new K-means grey wolf algorithm was 
developed by Mohammed et al. (2021) to enhance the limitations of the wolves’ 
searching process of attacking gray wolves. A novel hybrid WOA-GWO presented by 
Mohammed & Rashid (2020) by embedding the hunting mechanism of GWO into the 
WOA exploitation phase with the enhanced exploration for global numerical 
optimization and to solve the pressure vessel design problem. Mohammed et al. 
(2019) introduced a systematic and meta-analysis survey of Whale Optimization 
Algorithm modifying and hybridizing WOA algorithm with BAT algorithm in order to 
avoid local stagnation as well as increase the rate of convergence to achieve the global 
optimum solution. Ibrahim et al. (2020) presented a hybrid meta-heuristic algorithm 
of Shuffled Frog Leaping Algorithm and Genetic Algorithm (SFGA), an energy efficient 
service composition mechanism consuming minimum cost, response time and energy 
in a mobile cloud environment as compared to other algorithms. Muhammed et al. 
(2020) proposed an Improved Fitness-Dependent Optimizer Algorithm IFDOA by first 
doing the randomization and then minimization of the weight fitness values using it in 
aperiodic antenna array designs. To forecast students’ outcomes by improving the 
faculty and students’ learning experiences Rashid et al. (2019) presented a hybrid 
system a multi hidden recurrent neural network with a modified grey wolf optimizer. 
Mukherjee et al. (2021) presented the idea of a multi-objective antlion optimizer for 
the ring tree problem with secondary sub-depots (MORTPSSD), to overcome the 
problems of telecommunication and logistics networks by minimizing the circuits’ 
total routing cost. In addition to the above optimizer for secondary depots Mukherjee 
et al. (2021) introduced a modified discrete antlion optimizer for the ring star problem 
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(RSPSSD) which overcomes the challenge of minimizing the cost by selecting the 
suitable  primary and secondary subdepots.  

In this paper, we present use of hybrid optimization technique called hybrid PSO-
GWO for reliability allocation problems. The idea is to apply the HPSOGWO algorithm 
to minimize the cost of the Complex Bridge system and Life support system in a space 
capsule resulting in better performance in terms of number of cost function 
evaluations and number of search agents used in PSO and GWO algorithms 
individually. Both PSO and GWO are population-based swarm intelligence (SI) 
techniques. Both involve less and only suitable parameters, which have easy 
application and execution together with optimum convergence to the global solution. 
That’s why it yields better results than other metaheuristics.  

Section 2 consists of detailed explanation of the Particle swarm optimization 
technique. Section 3 involves description of the grey wolf optimization and section 4 
gives an overview of hybrid algorithms and describes Hybrid PSO GWO algorithm 
(HPSOGWO). The formulation of the mathematical models for the proposed problems 
have been presented in section 5. Section 6 analyses the results of the optimization 
techniques used. Section 7 presents the conclusion and scope for further results.  

3. Particle Swarm optimization technique (PSO) 

      Particle swarm optimization (PSO) simulates the social behaviour of birds of a 
flock. (Kennedy & Eberhart, 1997; Hikita et al., 1992; Pant & Singh, 2011; Abd-Elazim 
& Ali, 2015). It is a population-based optimization technique. The randomly generated 
population of the initial swarm or the particles and their random velocities start the 
initial process of algorithm. Pbest represents the personal best position of each particle 
whereas Gbest denotes the particle with the best value of fitness and hence called the 
global best particle. In the 𝐷-dimensional search space 𝑋𝑖 = (𝑥𝑖

1, 𝑥𝑖
2 , … … … … . 𝑥𝑖

𝐷)r and 
𝑉𝑖 = (𝑣𝑖

1, 𝑣𝑖
2 , … … … … . 𝑣𝑖

𝐷)r denote the position and velocity of the 𝑖𝑡ℎ particle whereas 
the previous best position of the 𝑖𝑡ℎ particle is denoted by 𝑃𝑖 = (𝑝𝑖

1, 𝑝 , … … … … . 𝑝𝑖
𝐷)r  . 

According to the fitness the best particle is denoted by 𝑃𝑔 = (𝑝𝑔
1 , 𝑝𝑔

2  , … … … … . 𝑝𝑔
𝐷)r   

which is the global best particle. 
The change in the position and velocities are expressed by the equations: (Kennedy & 
Eberhart,1997; Hikita et al., 1992; Abd-Elazim & Ali, 2015) 
 

𝑉𝑖𝑑
𝑘+1 =  {

    𝑉𝑚𝑎𝑥  ,     𝑖𝑓 𝑉𝑖𝑑
𝑘+1  >   𝑉𝑚𝑎𝑥

−𝑉𝑚𝑎𝑥 , 𝑖𝑓 𝑉𝑖𝑑
𝑘+1  <  − 𝑉𝑚𝑎𝑥  

𝑉𝑖𝑑
𝑘+1,          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

                                                                                       (1) 

 
𝑥𝑖𝑑

𝑘+1(𝑡 + 1) =  𝑥𝑖𝑑
𝑘 (𝑡) +  𝑣𝑖𝑑

𝑘+1 (𝑡 + 1)                                                                                       (2) 
Here 𝑖 = 1, 2, 3 … . . 𝑁; 𝑁 = swarm size, 𝑘 =iteration number, 𝑑 =1, 2, 3…. 𝐷, 𝑤 =

 inertia weight, (for controlling the momentum of the particle by weighing the 
contribution of the previous velocity), 𝑐1 and 𝑐2 are the positive acceleration 
coefficients; 𝑟1and 𝑟2 are the random numbers between 0and 1. The variations in 𝑐1and 
𝑐2 with the time are represented by following equations respectively 
𝑐1(𝑡) = 𝑐1𝑖 + (𝑐1𝑓 − 𝑐1𝑖) ∗ 𝐼𝑇𝐸𝑅/𝐼𝑇𝐸𝑅𝑀𝐴𝑋                                                                           (3) 

𝑐2(𝑡) = 𝑐2𝑖 + (𝑐2𝑓 − 𝑐2𝑖) ∗ 𝐼𝑇𝐸𝑅/𝐼𝑇𝐸𝑅𝑀𝐴𝑋                                                                          (4) 

Here, initially value of 𝑐1is kept large and value of 𝑐2 is kept small to ensure enough 
exploration of the search space to avoid local stagnation. This will lead to the global 
best solution in the long run. Then, small value of  𝑐1and large value 𝑐2 leads to the 



Optimization of complex system reliability using hybrid Grey Wolf optimizer 
 

245 

population best that is the global optimum solution. The maximum velocity and 
position that the particle can attain in each dimension are given by the equation as 
follows: 

𝑉𝑖𝑑
𝑘+1 =  {

    𝑉𝑚𝑎𝑥  ,     𝑖𝑓 𝑉𝑖𝑑
𝑘+1  >   𝑉𝑚𝑎𝑥

−𝑉𝑚𝑎𝑥 , 𝑖𝑓 𝑉𝑖𝑑
𝑘+1  <  − 𝑉𝑚𝑎𝑥  

𝑉𝑖𝑑
𝑘+1,          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

                                                                                       (5) 

 

𝑥𝑖𝑑
𝑘+1 =  {

𝑋𝑚𝑎𝑥,       𝑖𝑓 𝑥𝑖𝑑
𝑘+1  >   𝑋𝑚𝑎𝑥

𝑋𝑚𝑖𝑛 ,        𝑖𝑓  𝑥𝑖𝑑
𝑘+1  <   𝑋𝑚𝑎𝑥  

𝑥𝑖𝑑
𝑘+1,       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑤𝑒

                                                                                       (6) 

4.  Grey Wolf optimization 

4.1. The guiding factor for the algorithm  

GWO presented by Mirjalili et al. (2014) is an optimization technique which is 
based on the hierarchical behaviour and social intelligence of the wolves. The entire 
mechanism of hunting is carried out by the four categories of wolves together. Each 
category of wolf has a particular role. Alpha, the leader category takes the decisions 
regarding the whole process and the others follow them. Thus, GWO algorithm based 
on this very principle is used to find the global optimum solution. The next in the 
hierarchy are the beta followed by delta and omega.  These four initially become the 
candidates of solution and which are improved in the gradually in further iterations. 

4.2. Mathematical Model formulation of the GWO Algorithm  

The model comprises of:  

 Surveying 
 Surrounding 
 Attacking 

The whole process of change of position of the attacking wolves is shown by the 
following equations constructed to carry out the simulation are as follows. (Mirjalili et 
al. 2014) 

𝐷 = |𝐶. 𝑋𝑝(𝑡) − 𝑋(𝑡)|                                                                                                                                                                                    (7) 

𝑋(𝑡 + 1) = 𝑋(𝑡) − 𝐴. 𝐷                                                                                                                                                                              (8)   

Note that in the equations, vectors are used so they are applicable to any number 
of dimensions.  𝑋(𝑡) ,  𝑋(𝑡 + 1) show the present and the new locations of the wolf. The 
location of the prey   is represented by the vector D. Following equations are useful to 
calculate the value of A and C: 

𝐴 = 2𝑎. 𝑟1 −  𝑎                                                                                                                                  (9) 

𝐶 = 2. r2                                                                                                                                                                                                                      (10) 

where, r1 .and r2 are random vectors in the interval [0,1]. The components of vector 
a are linearly decreased from 2 to 0 over the course of iterations. The value of A ranges 
from -2 to 2 as there are random variables in the expression. It is supposed that, alpha, 
beta and delta are the three best solutions in GWO as they have good idea of the 
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location because they are the strongest in the entire population. So, the other wolf 
should try to update their position as follows.    

𝑋(𝑡 + 1) =
1

3
𝑋1 +

1

3
𝑋2 +

1

3
𝑋3                                                                                                     (11) 

where, 𝑋1, 𝑋2, 𝑋3 are calculated with the equations: 
𝑋1 = 𝑋𝛼(𝑡) − 𝐴1. 𝐷𝛼 
𝑋2 = 𝑋𝛽(𝑡) − 𝐴2. 𝐷𝛽  

𝑋3 = 𝑋𝛿(𝑡) − 𝐴3. 𝐷𝛿                                                                                                                       (12) 
Here, 𝐷𝛼  , 𝐷𝛽  , 𝐷𝛿   are calculated as follows: 

𝐷𝛼 = |𝐶1. 𝑋𝛼 − 𝑋| 

𝐷𝛽 = |𝐶2. 𝑋𝛽 − 𝑋| 

𝐷𝛿 = |𝐶3. 𝑋𝛿 − 𝑋|                                                                                                                           (13) 
Pseudo code of GWO is given in Figure 1 (Mirjalili et al., 2014).   

 

 
Figure1. Pseudo Code of the GWO Algorithm  

 

4.3. Balancing of the effective hunting mechanisms: 

It is very essential to do enough surveying before attacking the prey so as to make 
the hunting mechanism a success. The leading wolves decide and the wolves following 
the leaders can then take the appropriate positions to encircle the prey. For this 
parameter a has to be chosen so as to get the suitable value of A correspondingly which 
should be between -1 and 1. Exploration is followed by exploitation. To stimulate 
proper exploitation of the available conditions, the parameter setting requires IAI < 1. 
The success of the exploitation is dependent to a great extent on rigorous and balanced 
exploration so that the result is not stagnated and unrefined. GWO efficiently helps in 
achieving this.   
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5. Hybrid algorithms 

To use the best qualities of some metaheuristics together the attention of the 
researchers has now been attracted by hybrid of two metaheuristic together solve s 
the purpose of reaching the global best solution with results much better than the 
individual metaheuristics as such in terms of quality, time, better convergence rate. 
Generally, the phenomena of exploration and exploitation (Eiben & Schippers, 1998) 
are regarded as if they cannot go hand in hand and one disturbs the progress of the 
other. But a balance of these two phenomena actually, leads to the global optimum 
which is the best solution in terms of avoiding local stagnation, appropriate 
convergence rate and better result. In using a hybrid of two metaheuristic techniques, 
they can be used at two levels. One could be low level and other could be high level. 
Along with this the hybridization could be done in two ways. One is as relay that is one 
after the other and the other method is coevolutionary which means the techniques 
hybridized are run parallelly and not one after the other. Since the two different 
techniques are used in generating the final solution of the problem so it is said that a 
hybrid is a mixed kind of a technique. Now here the challenge lies in choosing the 
appropriate level to which the techniques are used. As well as, the suitable method 
used either relay of parallel. A slight difference in the choices made could lead to the 
global best solution or no better solution at all. Some of the hybrid techniques used 
successfully so far by the researchers are GWO-ACO (Ab Rashid, 2017), GWO-GA 
(Singh & Singh, 2017), GWO-ANN (Tawhid & Ali, 2017) and PSO-ACO (Holden & 
Freitas, 2008). To enable the process of exploitation, hybrids of PSO have been 
developed by many researchers. Mirjalili & Hashmi, (2010) proposed hybrid PSO with 
Gravitational search algorithm (GSA) that is PSO-GSA to combine the advantages of the 
PSO with those of the GSA for better performance to escape from local convergence. 
HPSO by Ahmed et al., (2013) aims at using Particle swarm optimization with (PSO) 
with Genetic algorithm (GA) mutation technique which give much better result than 
the PSO. Abd-Elazim & Ali, (2015) introduced a hybrid of bacterial foraging 
optimization algorithm (BFOA) and PSO called Bacterial swarm optimization (BSO) 
which has proved to be testifier in tuning with SVC. In order to avoid local stagnation 
and obtain better quality in terms of global best and stability factor GWO has been 
hybridized with many other optimization techniques.  

5.1 Hybrid PSO-GWO algorithm 

It is clear that to improve the convergence behaviour of the metaheuristic 
technique researchers have started developing hybrids of some of the meta heuristics 
as mentioned earlier. One of those is hybrid PSO GWO technique (HPSOGWO) (Singh 
& Singh, 2017). The advantage of Hybridization of the PSO and GWO technique is that 
with GWO, the exploration technique is improved as the wolves do enough exploration 
of the search space. Whereas, PSO helps in improving the exploitation so that the 
convergence to the solution can be achieved timely as well as to the global optimum. 
Proper exploitation and exploration with a balance is maintained. This ultimately 
complements and strengthens the performance of both the techniques taken together 
avoiding the influence of the shortcomings in terms of local stagnation or suitable 
convergence rate. The modifications done in the related equations are shown by the 
use of an inertia weight constant.   

For this, the positions of the search agents are to be improved first so that the 
searching and the exploring process can be bettered. This will automatically control 
the exploitation and exploration phenomena as a whole.  
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Introduction of the inertia constant to control the surveying and attacking 
processes of the wolves can be expressed as follows. (Singh & Singh, 2017). 
𝐷𝛼 = |𝐶1. 𝑋𝛼 − 𝑤 ∗ 𝑋|  

𝐷𝛽 = |𝐶2. 𝑋𝛽 − 𝑤 ∗ 𝑋|  

𝐷𝛿 = |𝐶3. 𝑋𝛿 − 𝑤 ∗ 𝑋|                                                                                                             (14) 

To enhance the exploitation capacities of the PSO the velocity and upgraded 
locations of the search agents are expressed by the equations as follows: 
 

    𝑉𝑖
𝑘+1 = 𝑤 ∗ {𝑉𝑖

𝑘  +   𝑐1𝑟1(𝑥1 − 𝑥𝑖
𝑘) + 𝑐2𝑟2(𝑥2 − 𝑥 𝑖

𝑘) +  𝑐3𝑟3(𝑥3 − 𝑥𝑖
𝑘)}                 (15) 

𝑥𝑖
𝑘+1 = 𝑥𝑖

𝑘 +  𝑣𝑖
𝑘+1                                                                                                                       (16) 

Pseudo Code of the HPSOGWO Algorithm is given in Figure 2. (Singh & Singh, 2017). 

 

Figure 2. Pseudo Code of the HPSOGWO Algorithm  

6. Formulation of the mathematical model for the problems 

Last few decades have witnessed lot of research in formulation of mixed 
configuration as pure series or parallel configuration are not enough to design 
complex system of the real-world engineering problems. The following problems of 
mixed configuration with both series and parallel structures based on the reliability 
allocation have been solved using HPSOGWO technique.  

In this paper, the two problems considered are complex bridge system and life 
support system in space capsule. These are nonlinear optimization problems subject 
to respective constraints of component reliability and system costs.  

6.1 Problem of Complex Bridge system:   
Complex bridge system (Padhye et al., 2009; Pant & Singh, 2011, Kumar; Pant & 

Ram, 2017) has a mixed configuration of series and parallel. The system has a total of 
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five components (Fig.3). The system reliability (Rs) and system cost (Cs) of a complex 
bridge network are given below. 
𝑅𝑠 =  𝑟1𝑟4 + 𝑟2𝑟5 + 𝑟2𝑟3𝑟4 +  𝑟1𝑟3𝑟5 +  2𝑟1𝑟2𝑟3𝑟4𝑟5 −  𝑟1𝑟2𝑟4𝑟5 − 𝑟1𝑟2𝑟3𝑟4 − 𝑟2𝑟3𝑟4𝑟5 −
 𝑟1𝑟2𝑟3𝑟5    𝑟1𝑟3𝑟4𝑟5                                                                                                                            (17) 
                                                                                                                                                                                                                         

 𝐶𝑠=∑ 𝑎𝑖 
5
𝑖=1 exp[

𝑏

(1−𝑟𝑖)
]                                                                                                                       (18)                                                                                                                                                  

The optimization problem in mathematical form is as under: 
Minimize   𝐶𝑠 
 
Subject:  0  ≤ 𝑟𝑖 ≤ 1                         𝑖 = 1, 2, 3, 4, 5   
0.99  ≤ 𝑅𝑠 ≤ 1  
 𝑎𝑖   = 1, and  𝑏𝑖  = 0.0003,       for 𝑖  = 1,2, 3, 4, 5 
where, 𝑅𝑖  is 𝑖𝑡ℎ component’s reliability. 
 

6.2. Problem of space capsule: 

    Life support system in space capsule (Anthony, 2006) presented below is 
composed of 4 components (Fig. 4). This mixed series- parallel system is used for 
space exploration and the related equations are as follows: (Kumar et al., 2017) 
𝑅𝑠 = 1 − 𝑟3 [(1 − 𝑟1)(1 − 𝑟4)]2 − (1 − 𝑟3)[1 − 𝑟2{1 − (1 − 𝑟1)(1 − 𝑟4)}]2                (19) 
𝐶𝑠   =2𝐾1 𝑟1

𝛼1  + 2 𝐾2 𝑟2
𝛼2 +  𝐾3 𝑟3

𝛼3  + 2 𝐾4 𝑟4
𝛼4                                                                      (20)                              

where, 𝐾1 = 100,  𝐾2 = 100, 𝐾3 = 200, 𝐾4 = 150  and 𝛼𝑖 = 0.6, 𝑖 = 1, 2, 3, 4, 5  
Minimize    𝐶𝑠 
Subject:  0.5  ≤ 𝑟𝑖 ≤ 1                         𝑖 = 1, 2, 3, 4, 5 
0.9  ≤ 𝑅𝑠 ≤ 1. 
 

 
 
 
 
 
 
  
 
 
 
 
 
 

 Figure 3. Complex bridge system      Figure 4. Life support system in a space capsule   
 

7. Result analysis 

      For the above-mentioned problems of reliability allocation, we employed the 
simplest penalty functions method for constraints handling and the HPSOGWO 
algorithm has been implemented in MATLAB with number of grey wolves fixed same 
as GWO and the best results obtained are reported in Table 1 & Table 2. 
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Analysis of the results of problem 6.1 Complex Bridge systems shows that with 
HPSOGWO for 400 iterations and population size of 100 (total number of grey wolf) 
the number of function evaluations is 40,000 with same reliability as with PSO and 
GWO individually (Table 1). So, this result is better than that of GWO with regards to 
number function evaluations (Figure 5). 

Table 1: Result comparison for Complex Bridge System 

Complex Bridge System 
 PSO GWO HPSOGWO 

𝒓𝟏 0.9348210000 0.9341000000 0.9308565080 
𝒓𝟐 0.9350280000 0.9363500000 0.9399944690 
𝒓𝟑 0.7919480000 0.7913700000 0.8094644730 
𝒓𝟒 0.9350050000 0.9338800000 0.9354764350 
r5 0.9347350000 0.9356500000 0.9313288850 

No. of 
Iterations 

300 300 200 

𝑹𝒔 0.99000500000 0.99002800000 0.99000033494 
𝑪𝒔 5.01991800000 5.01990000000 5.066228730000 
FE 1,20,000 9000 6000 

 

 

Figure 5. Search history for Problem 6.1 

Analysis of the result of problem 6.2 Life support system in a space capsule shows 
that with HPSOGWO for 200 iterations and population size of just 30 (total number of 
grey wolf) the result is quite competitive in terms of higher reliability cost 
minimisation and the number of function evaluations is just 6000 which is far better 
than the results obtained with PSO and GWO individually (Figure 6). The results 
obtained are shown in Table 2. 
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Table 2: Result comparison for Life Support System in a Space Capsule 

Life Support System in a Space Capsule 

 PSO GWO HPSOGWO 
𝒓𝟏 0.500000000 0.500000000 0.500000000 
𝒓𝟐 0.838924024 0.838920000 0.838924024 
𝒓𝟑 0.500000000 0.500000000 0.500000000 
𝒓𝟒 0.500000000 0.500000000 0.500000000 

No. of 
Iterations 

300 500 400 

𝑹𝒔 0.900000000 0.900000000 0.900000000 
𝑪𝒔 641.823562000 641.823600000 641.823562000 
FE 2040 50,000 40000 

 
 

 

Figure 6. Search history for Problem 6.2 

Thus, hybrid of PSO and GWO gives an overall better performance than the 
individual optimization technique. A comparison of the results clarifies that though 
results are better than other optimization techniques, but HPSOGWO results better in 
one or the other form all the previously obtained results.  

From the results, it is clear, that HPSOGWO gives comparatively much better 
results than other metaheuristics like PSO, GWO individually used earlier for such 
complex reliability allocation problems in terms of the lesser number of function 
evaluations (Table 1 & Table 2).   

8. Conclusion and further scope 

    Nature inspired optimization algorithms have extended their roots in almost all 
complex optimization problems of modern-day industries. Reliability allocation 
problems which are usually NP-Hard in nature are one of them. 
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In this article, a hybrid algorithm named HPSOGWO has been used to solve two 
complex reliability allocation problems named complex bridge system and life support 
system in space capsule. HPSOGWO algorithm has proved superior or comparable 
overall in terms of lesser number of function evaluation as compared to GWO and PSO.  
Also, the technique can serve the solutions to the various reliability allocation 
problems (RAPs) and reliability-redundancy allocation problem (RRAPs) with the use 
of a proper penalty function.  

As further scope, the decision makers can decide the allocation of the desired 
reliability of the components as well as the whole complex system which can be 
optimized using HPSOGWO.  Together with this the repair and maintenance of the 
components also can be a part of decision as the reliability of the whole system can be 
managed better to get competitive results with the HPSOGWO technique. Currently, 
the authors are working on numerous improvements related to the benchmark 
problems in reliability allocation problems (RAPs) and reliability-redundancy 
allocation problem (RRAPs). 
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