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Abstract

Auxiliary information is frequently used to improve the accuracy of the
estimators when estimating the unknown population parameters. In this
paper, we propose a new difference-cum-exponential type estimator for the
finite population mean using auxiliary information in simple random sam-
pling. The expressions for the bias and mean squared error of the proposed
estimator are obtained under first order of approximation. It is shown theo-
retically, that the proposed estimator is always more efficient than the sample
mean, ratio, product, regression and several other existing estimators con-
sidered here. An empirical study using 10 data sets is also conducted to
validate the theoretical findings.

Key words: Ratio estimator, Auxiliary Variable, Exponential type estima-
tor, Bias, MSE, Efficiency.

Resumen

Informacion auxiliar se utiliza con frecuencia para mejorar la precision
de los estimadores al estimar los parametros poblacionales desconocidos.
En este trabajo, se propone un nuevo tipo de diferencia-cum-exponencial
estimador de la poblacién finita implicar el uso de informacién auxiliar en
muestreo aleatorio simple. Las expresiones para el sesgo y el error cuadratico
medio del estimador propuesto se obtienen en primer orden de aproximacion.
Se muestra tedricamente, que el estimador propuesto es siempre mas eficiente
que la media de la muestra, la relacién de, producto, regresiéon y varios otros
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estimadores existentes considerados aqui. Un estudio empirico utilizando
10 conjuntos de datos también se lleva a cabo para validar los resultados
teoricos.

Palabras clave: estimador de razoén, variables auxiliares, estimador tipo
exponencial, sesgo, error cuadratico medio.

1. Introduction

In sample surveys, auxiliary information can be used either at the design stage
or at the estimation stage or at both stages to increase precision of the estimators of
population parameters. The ratio, product and regression methods of estimation
are commonly used in this context. Recently many research articles have appeared
where authors have tried to modify existing estimators or construct new hybrid
type estimators. Some contribution in this area are due to Bahl & Tuteja (1991),
Singh, Chauhan & Sawan (2008), Singh, Chauhan, Sawan & Smarandache (2009),
Yadav & Kadilar (2013), Haq & Shabbir (2013), Singh, Sharma & Tailor (2014)
and Grover & Kaur, (2011, 2014).

Consider a finite population U = {U;,Us,...,Unx}. We draw a sample of
size n from this population using simple random sampling without replacement
scheme. Let y and x respectively be the study and the auxiliary variables and y;
and x;, respectively be the observations on the ith unit. Let y = %Z?:l y; and
z=2L1%"  x; be the sample means and ¥ = % Zi\; y; and X = % Zfil x;, be
the corresponding population means. We assume that the mean of the auxiliary
variable (X) is known. Let s2 = LS (yi—p)Pand s2 = L3 (2—7)% be
the sample variances and S2 = = Zi\il (y;—Y)%and S? = o1 Zi\il (z; — X)?,
be the corresponding population variances. Let py, be the correlation coefficient
between y and z. Finally let C, = % and C, = % respectively be the coefficients
of variation for y and z.

In order to obtain the bias and mean squared error (MSE) for the proposed
estimator and existing estimators considered here, we define the following relative

error terms: Let dp = g;—,y and §; = f}(X, such that E(J;) = 0 for (i = 0,1),

E(63) = ACZ, E(63) = ACZ and E(d001) = ApyeCyCy, where A = (£ — 7).

In this paper, our objective is to propose an improved estimator of the finite
population mean using information on a single auxiliary variable in simple ran-
dom sampling. Expressions for the bias and mean squared error (MSE) of the
proposed estimator are derived under first order of approximation. Based on both
theoretical and numerical comparisons, we show that the proposed estimator out-
performs several existing estimators. The outline of the paper is as follows: in
Section 2, we consider several estimators of the finite population mean that are
available in literature. The proposed estimators are given in Section 3 along with
the corresponding bias and MSE expressions. In Section 4, we provide theoretical
comparisons to evaluate the performances of the proposed and existing estimators.
An empirical study is conducted in Section 5, and some concluding remarks are
given in Section 6.
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2. Some Existing Estimators

In this section, we consider several estimators of finite population mean.

2.1. Sample Mean Estimator
The variance of the sample mean g, the usual unbiased estimator, is given by

Var(y) = \Y2C;, (1)

2.2. Traditional Ratio and Product Estimators

Using information on the auxiliary variable, Cochran (1940) suggested a ratio
estimator Y for estimating Y. It is given by

) (2)

r=U(

81 >

The MSE of f/p“ to first order of approximation, is given by
MSE(YR) = AY2(C2 + C2 - 2p,,C, C,.) (3)
On similar lines, Murthy (1964) suggested a product estimator (ffp), given by
Ve =y (%) (1)
The MSE of ffp, to first order of approximation, is given by
MSE(Yp) ~ A\Y2(C2 + C2 + 29,,C, C.) (5)
The ratio and product estimators are widely used when the correlation coefficient
between the study and t}}e auxiligry variable is positive and negative, respectively.

Both of the estimators, Yz and Yp, show better performances in comparison with
y when py, > 2%” and py, < —2%”, respectively.
Y Y

2.3. Regression Estimator
The usual regression estimator }i’Reg of Y, is given by
YReg =y+ b(X - 'f) (6)

where b is the usual slope estimator of the population regression coefficient /3

(Cochran 1977). The estimator Yg., is biased, but the bias approaches zero as
the sample size n increases.
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Asymptotic variance of ?Reg, is given by
Var(YReg) = )\YQCS(I — pii) (7)

The regression estimator ?Reg performs better than the usual mean estimator ¥,
ratio estimator Yz and product estimator Yp when /\};ngmcg > 0, \Y2(C, —
pyzCy)? > 0 and A\Y2(C, + py,Cy)? > 0, respectively.

2.4. Bahl & Tuteja (1991) Estimators

Bahl & Tuteja (1991) suggested ratio-and product type estimators of Y, given
respectively by

2 X -z

Ypr.r = yexp <)_(+x> (8)
and )

N T—X

Y; =7 — 9

BT, P = Y €Xp (f—i—X) ( )

The MSEs of f’BT, r and ?BT’ p, to first order of approximation, are given by

MSE(Ypr,r) ~ (1/4)AY2(4C2 + C2 — 4p,,C,C.) (10)

and
MSE(Ypr.p) ~ (1/4)AY2(4C2 + C2 + 4p,,C, C.,) (11)

2.5. Singh et al. (2008) Estimator

Following Bahl & Tuteja (1991), Singh et al. (2008) suggested a ratio-product
exponential type estimator Ys rp of Y, given by

Vsnr = glaesp(G—) + (1 - ) exp(=— ) (12)

where « is an arbitrary constant.

The minimum MSE of Ys rp, up to first order of approximation, at optimum

. veCy
value of a, i.e., a(op) = % + pyg Y is given by

MSEmin(f/S’RP) ~AY2(1— piz)Ci = Var(f/Reg) (13)

The minimum MSE of ifs_’ rp is exactly equal to variance of the linear regression

estimator ()Q/Reg).
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2.6. Rao (1991) Estimator

Rao (1991) suggested a regression-type estimator of Y, given by

Vit heg = k17 + k(X — Z) (14)

where k; and ko are suitably chosen constants.

The minimum MSE of Yg greg, upto first order of approximation, at optimum
YpyaCy
—1+A(=1+p3,)C]"

values of k1 and ko, i.e., ky(opr) = m and ko(opr) = —xo

is given by

N _ 1
MSE, i (Y, ~Y?2!{1 15
(Y, reg) { + —1+)\(—1+p§$)05} (15)

2.7. Grover & Kaur (2011) Estimator

Following Rao (1991) and Bahl & Tuteja (1991), Grover & Kaur (2011) sug-
gested an exponential type estimator of Y, given by

Vi = g + da(X — )] exp( ) (16)

where d; and dy are suitably chosen constants.

The minimum MSE of Ygg, up to first order of approximation, at optimum
—8+\C2
8{—1+A(—1+p2,)C2

values of dy and dy i.e., dy(opr) = 7 and

Y [-8pyeCy + Cr {4 — AC2 + Apyo CyCo + AN(—1 + p2,)C2}

doopt) = ,
2opt) 8XC, {~1+A\(—1+p2,)C2}

is given by

AYZ[ACy —16(—1+ p2,)(—4+ AC2)CF]

MSEwin(Yar) ~ 17
(Yox) 64[—1+ A(=1+ p2,)C2] (17)
Grover & Kaur (2011) derived the result
. . A2V2 {02 4 8(1 — p2)C2)?
MSEmin(Yer) ~ Var(Vae,) — {C2 +8(1— £.)Cy ) (18)

64 {1+ A(1—p2,)C3}

Equation (18) shows that 12/(; k 1s more efficient than the linear regression estimator

YReg-

Since regression estimator YReg is always better than g, Yz, Yp, YBT’ R, YBT.P:

it can be argued that Yz is also always better than these estimators.
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3. Proposed Estimator

In this section, an improved difference-cum-exponential type estimator of the
finite population mean Y using a single auxiliary variable is proposed. Expressions
for the bias and MSE of the proposed estimator are obtained upto first order of

approximation.
The conventional difference estimator (}2’,3) of Y, is given by
(19)

Yp =g+ w (X — 7)

where w; is a constant.
From (8), (12), and (14), a difference-cum-exponential type estimator (?5) of

. - I X-z
Y = {YS,Rp+w1(X—x)} exp <X+$> (20)

)] is the average of exponential ratio

Ymay be given by

Se g Xz X
where Y pp = %[ (i+§)+exp (;+)—(
and exponential product estimators Yz g and Ypr, p respectively.

Following Searls (1964) and Bahl & Tuteja (1991), Yadav & Kadilar (2013)

suggested the following estimator for Y:
(21)

- _ X -z
Yy ik = wyjexp Xz

where ws is a suitably chosen constant.
By combining the ideas in (20) and (21), a modified difference-cum-exponential

X—x) (22)

type estimator of Y, is given by
Vi =1Ys X — ) +wag -
p =Yg rp +wi( x)+w2y]exp(X+i

where w; and ws are unknown constants to be determined later.

Rewriting ?; as

Y y exp( j) +e
= — X — X —_—
PR \"Perx TP arx
Solving f’jﬁ in terms of §;(¢ = 0,1), to first order of approximation, we can write

—_X>}+w1(X—l‘)+w2y] exp <§1i>

~ _ _ _ 1_ _ _ 1_

Y; —Y =Yw, +Y6, — §Y51 — X6 w1 + Y, wo — §Y51w2
1. 1, 1., 1. 3.,

— §Y6061 + §Yw1 + §X61UJ1 — §Y5061UJ2 + gY(SlUJQ (23)

Taking expectation on both sides of (23), we get the bias of }Q/;, given by
2 1. - _ _ _
Bias(Yp) ~ ~[8Ywy + AC2 {4Xw; + Y (44 3wz) } —4YACy Co(1+w2)pya] (24)

Revista Colombiana de Estadistica 37 (2014) 199



A New Difference-Cum-FEzxponential Type Estimator of Finite Population Mean 205

Squaring both sides of (23) and using first order of approximation, we get
(V7 — V)% ~ V202 + V262 — V25,0,
+ im% XY 6,0 w1 + XV 62w + X26202 + 27 252w, o
—3Y25,0,ws + 23725%11)2 —2XY6,61wiws + 2)_(176%101102
+Y252w3 — 2Y25,01w3 + Y267w3
Taking expectation on both sides of (25), the MSE of f’;, to first order of approx-
imation, is given by
MSE(Y}) ~ i/\cg {(Y +2Xw1)? + 2V (3Y + 4X w1 )ws + 4Y w3 }

+ Y2 {w] + A\CF (1 4+ w2)?}

(26)

Partially differentiating (26) with respect to w; and ws, we get

MSE(YE) o . v 9% %
%ﬁ) = XAC, {=2¥ e Cy (1 + wn) + Cu(Y + 2Xwy + 2V w)}
w1

MSE(Y:) 1. > >
oMEETE) SV IAY {ws + ACE (14 wa) } = 20y CyCy {2X w1 + Y (3 + dwy) }

8w2
+ AC2 {4Xwy + Y (34 dws) }]
Setting %:O for i = 0,1, the optimum values of w; and wy are given by
Y[—4pyeCy + Co {2 = ACZ + ApyaCyCo 4 2X(—1+ p2,)C2 }]
W1 (opt) = 2 ( :
Hort) AXC, {~1+A(—1+p2,)C2}

MC2—4(—14p2,)C2) .
x z respectively.
af—14+M(—1+p2,)C2}’ p ¥

Substituting the optimum values of w; and wy in (26), we can obtain the

and wy(ope) =

minimum MSE of Y}, as given by

AV2 {ACE — 8(—1 + p2,)(~2 + AC2)C2}

M S Buin(Y3) ~ 27
(¥7) 16 {—1+\(—1+ p2,)C2} @7)

After some simplifications, (27) can be written as
MSEpmin(Y7) ~ MSE(Yeg) — (Ty + Tb) (28)

A2V2C2{sC2+16(1—p2,)C2 }

A2v2{c248(1-p2 )02}
64{1+1(1-p2,)C2}

64{1+A(1—p2,)C2} and T3 =

where 17 =

Note that both quantities, 77 and T5, are always positive.
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4. Efficiency Comparisons

In this section, we compare the proposed estimator with the existing estimators
considered in Section 2 and derive the following observations:

Observation (i): By (1) and (28)
Var(g) — MSEmin(Y7) = AY?p2,C2 + Ty + Tp > 0
Observation (ii): By (3) and (28)
MSE(YR) — MSEmin(Y5) = AY(Cy — pyaCy)2 + Ty +T5 > 0
Observation (iii): By (5), and (28)
MSE(Yp) = MSEin(Y3) = AY2(Cy + pyaCy)? + Ti + T > 0
Observation (iV): By (7), (13) and (28)
MSE(Yiey) — MSEmin(Y) = MSE(Ys gp) — MSEmin(Y5) =T) + Ty > 0
Observation (V): By (10) and (28)
~ ES 1 -
MSE(Ypr,r) — MSEmn(Yp) = ZAY2(CI —2pyaCy)? +T1 +To > 0
Observation (Vi): By (11) and (28)
~ 2 1 -
MSE(Ygr.p) — MSEwin(Y3) = 1/\Y2(C$ +20y2Cy)* +T1 + T >0
Observation (Vii): By (15) and (28)

. NY2PCR{CE +16(1 - p,)Cp

MSE(YR’REQ) — MSEmm(Y;) = o1 {1 n /\(1 — pg.L)Cg} +T15 >0

Observation (Viii): By (18) and (28)

MSE(Yax) — MSEwm(Y5) =Ty > 0
In the light of the eight observations made above, we can argue that the proposed
estimator performs better than all of the estimators considered here.

5. Empirical Study

In this section, we consider 10 real data sets to numerically evaluate the per-
formances of the proposed and the existing estimators considered here.

Population 1: [Source: Cochran (1977), pp. 196] Let y be the peach produc-
tion in bushels in an orchard and z be the number of peach trees in the orchard
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in North Carolina in June 1946. The summary statistics for this data set are:

N =256, n =100, Y = 56.47, X = 44.45, C,, = 1.42, C,, = 1.40, p,, = 0.887.

Population 2: [Source: Murthy (1977), pp. 228| Let y be the output and =
be the number of workers. The summary statistics for this data set are:

N =80, n = 10, Y = 51.8264, X = 2.8513, C, = 0.3542, C, = 0.9484,
Py = 0.915.

Population 3: [Source: Das (1988)] Let y be the number of agricultural labor-
ers for 1971 and x be the number of agricultural laborers for 1961. The summary
statistics for this data set are:

N =278 n = 25, ¥ = 39.068, X = 25.111, C, = 1.4451, C, = 1.6198,
pye = 0.7213.

Population 4: [Source: Steel, Torrie & Dickey (1960), pp. 282] Let y be the
log of lef burn in sacs and x be the chlorine percentage. The summary statistics
for this data set are:

N =30, n =6, Y = 0680, X = 08077, C, = 0.7001, C, = 0.7493,
Pyz = —0.4996.

Population 5: [Source: Maddala (1977), pp. 282] Let y be the consumption
per capita and = be the deflated prices of veal. The summary statistics for this
data set are:

N =16, n = 4, Y = 76375, X = 754343, C, = 0.2278, C, = 0.0986,
Pyz = —0.6823.

Population 6: [Source: Kalidar & Cingi (2007)] Let y be the level of apple
production (in 100 tones) and x be the number of apple trees in 104 villages in
the East Anatolia Region in 1999. The summary statistics for this data set are:
N = 104, n = 20, Y = 6.254, X = 13931.683, C, = 1.866, C, = 1.653,
Py = 0.865.

Population 7: [Source: Kalidar & Cingi (2005)] Let y be the apple production
amount in 1999 and x be the number of apple trees in 1999 in Black sea region of

Turkey. The summary statistics for this data set are:
N =204, n =50, Y =966, X = 26441, C, = 2.4739, C, = 1.7171, py, = 0.71.

Population 8: [Source: Cochran (1977)] Let y be the number of ’placebo’
children and x be the number of paralytic polio cases in the placebo group. The
summary statistics for this data set are:

N=34,n=10,Y =492, X =259, C, = 1.01232, C,, = 1.07201, p,. = 0.6837.

Population 9: [Source: Srivnstava, Srivastava & Khare (1989)] Let y be the
measurement of weight children and x be the mid-arm circumference of children.

The summary statistics for this data set are:
N =55,n=30,Y =17.08, X =16.92, Cy = 0.12688, C,, = 0.07, p,, = 0.54.

Population 10: [Source: Sukhatme & Chand (1977)] Let y be the apple trees
of bearing age in 1964 and x be the bushels harvested in 1964. The summary
statistics for this data set are:

N =200, n = 20, Y = 1031.82, X = 2934.58, C, = 1.59775, C, = 2.00625,
Pyz = 0.93.
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In Table [1} the MSE values and percent relative efficiencies (PREs) of all the
estimators considered here are reported based on Populations 1-10.

We observe from Table [I] that:

1. The ratio estimator (?R) performs better than  in Populations 1, 3, 6-10
because the condition py, > QCT’ is satisfied. In other Populations 2, 4 and
Y
5, its performance is poor.
2. The product estimator (ffp) performs better than § in Population 5 because
the condition py, < —2%*' is satisfied.
Y

3. The exponential ratio estimator (EQ/BT, r) performs better than  in Popula-
tions 1-3, 6-10 because the condition py,; > 4%’ is satisfied.
Yy
4. The exponential product estimator (?BT, p) performs better than § in Pop-

ulations 4 and 5 because the condition p,, < — 4% is satisfied.
Y

5. It is also observed that, regardless of positive or negative correlation between
the study and the auxiliary variable, the estimators, YReg, YR, Reg» Yok

and Y}, always perform better than the unbiased sample mean, ratio and
product estimators considered here in all populations. Among all competitive

estimators, the proposed estimator (Y}) is preferable.

6. Conclusion

In this paper, we have suggested an improved difference-cum-exponential type
estimator of the finite population mean in simple random sampling using infor-
mation on a single auxiliary variable. Expressions for the bias and MSE of the
proposed estimator are obtained under first order of approximation. Based on
both the theoretical and numerical comparisons, we showed that the proposed es-
timator always performs better than the sample mean estimator, traditional ratio
and product estimators, linear regression estimator, Bahl & Tuteja (1991) esti-
mators, Rao (1991) estimator, and Grover & Kaur (2011) estimator. Hence, we
recommend the use of the proposed estimator for a more efficient estimation of
the finite population mean in simple random sampling.
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