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Abstract–Video surveillance systems are a powerful tool applied 
in various systems. Traditional systems based on human vision 
are to be avoided due to human errors. An automated 
surveillance system based on suspicious behavior presents a great 
challenge to developers. Such detection is a rather complex 
procedure and also a rather time-consuming one. An abnormal 
behavior could be identified by: actions, faces, route, etc. The 
definition of the characteristics of an abnormal behavior still 
present a big problem. This paper proposes a specific 
architecture for a surveillance system. The aim is to accelerate 
the system and obtain a reliable and accelerated suspicious 
behavior recognition. Finally, the experiment section illustrates 
the results with comparison of some of the most recent 
approaches. 
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I. INTRODUCTION 
Surveillance systems are increasingly monitored by 

computers. The main goal of a surveillance system is 
identifying suspicious or undesirable behaviors such as theft 
and loitering with intent [1]. By definition, suspicious behavior 
is an anomalous behavior which is likely to threaten human 
life, health, property and freedom. Developers propose three 
essential steps, to recognize suspicious behavior: object 
detection, tracking, and behavior exploration. The first 
challenge is to define models to recognize a suspicious 
behavior. An anomalous behavior is not a fixed action but it is 
a complex behavior combining a series of actions and simple 
behaviors. Thus, it is difficult to be recognized accurately. The 
object’s actual detection presents a previous step which must 
be considered in order to recognize the potentially suspicious 
people. A comparison among the main background subtraction 
methods is used to detect objects. Then the tracking step is 
essential to define trajectory or behavior kind/type. Several 
algorithms are used in literature but the results are not always 
satisfactory [2]. This paper is focused on a specific case: detect 
the attempt of theft or scam in the case of ATM security 
surveillance. This detection is performed by the exploration of 
tracking and squatting action.   

The second challenge is the design of a real-time 
surveillance system. It is known that video/image processing 

requires a specific architecture to obtain real-time results. In 
this paper, we present different techniques used to accelerate 
the execution speed and we propose an attempt based on 
DECOC classifier to ensure the real-time execution. Existing 
surveillance systems suffer from several issues: 

1. Most traditional methods in surveillance are based on 
manual/visual detection [4]. 

2. Most of today’s surveillance is not used to prevent an 
incident but only used to identify what has already 
happened [5].  

3. Most of surveillance system suffers from no real-time 
detection of suspicious behavior. This problem is due of the 
complexity of the algorithms [5].  

4. Surveillance system violates the privacy of citizens. For 
example, in USA, many groups are against the use of 
surveillance system in public areas [6]. 

In light of this brief introduction on suspicious behavior 
based on surveillance system, this paper purports to contribute 
the following tentative proposals: 

1. it proposes an embedded intelligent camera for real-time 
execution. The intelligent camera ensures the privacy of 
citizens because all the treatment will be done in camera. 

2. It applies the proposed design with respect to the ATM 
system.  

II. RELATED WORK 

A. Suspicious Behavior Recognition Algorithms 
Video surveillance systems pass by three phases in 

literature. The first phase uses analog CCTVs and the 
automation is little exploited (1960-1980). The second phase 
was based on computer vision using digital CCTVs (1980-
2000). From 2000, the third phase is based on semi-automated 
video-surveillance systems [7]. As mentioned in the previous 
section, each suspicious behavior recognition is composed 
essentially by three steps: object detection, tracking, and 
behavior exploration. 

 



Engineering, Technology & Applied Science Research Vol. 7, No. 6, 2017, 2319-2323 2320  
 

www.etasr.com Ayed et al.: An Automated Surveillance System Based on Multi-Processor and GPU Architecture 
    

1) Object Detection 
There are many algorithms related to object detection, but 

they still suffer from complexity due to different specific 
situation. One of the most used methods for object detection is 
the subtraction of the background [8, 9]. Other works based in 
the last method are improved by formulated technique [10]. 
Multi-layer background subtraction represents another method 
based on color and texture [11]. Second works are based on 
segmentation algorithms [12]. As conclusion, the object 
detection is commonly done by using the background 
subtraction method [13].  

2) Tracking 
Tracking methods is widely described in previous works. 

But these works suffer from low accuracy. Tracking object 
system is used in many fields as: crowded environment [14], 
traffic situation [15] and maritime surveillance [16]. In the field 
of surveillance, the essential goal of the tracking object is to 
analyze or to extract the human behavior: trajectory, gesture, 
event [13, 17-18]. 

3) Behavior Recognition 
All suspicious behavior recognition methods can be 

classified into two categories: single-layered and hierarchical 
approaches [3]. The first is suitable for gesture recognition and 
the second is adopted for complex activities (Figure 1). Single-
layered approaches can be classified into two types depending 
on how they model human activities: space–time approaches 
[19-22] and sequential approaches [23-25]. Space–time 
approaches consider the input video as a set of frames at a 
particular point of time. These approaches recognize behavior 
by extracting trajectories or local interest points. Whereas 
sequential approaches interpret an input video as a sequence of 
observations and recognize it by exemplar based 
methodologies or model-based methodologies. Hierarchical 
approaches are classified based on the recognition 
methodologies they use: statistical approaches [26], syntactic 
approaches [27], and description-based approaches [28, 29]. 
But all the previous works cannot be applied in real-time due to 
the enormous amount of computation required [30]. 

 

 
Fig. 1.  Different behavior recognition approaches. 

B. Real-time detection based on hardware acceleration 
One of the most important goals of security surveillance is 

to collect and disseminate real-time information and provide 
situational awareness to operators and security analysts [5]. 
There are many research works that propose an advanced 
architecture in the field of video-surveillance. In [41] a co-
design strategy is adopted with FPGA to ensure automated 
video surveillance in the case of the object detection. Other 
works are focused in embedded cameras for tracking systems 
[42, 43]. In [41, 44, 45], advanced designs are proposed to 
accelerate the detection of human motion. Surveillance systems 
are facing different challenges like the low accuracy of tracking 
due to the low quality videos, and the real-time detection. The 
present paper proposes an accelerated architecture for 
suspicious behavior. This attempt uses Arena tool as a higher 
level of description for modeling and simulation. Based on 
obtained results, an automated and accelerated architecture is 
proposed to ensure real-time recognition. 

III. PROPOSED SURVEILLANCE SYSTEM: MODELING AND 
SIMULATION 

Embedded system is used in industries, surveillance, smart 
cities, intelligent systems, etc. There are several environments 
for modeling and simulation depending on level description 
and system’s field. Arena environment provides the description 

of an event-discrete system at conceptual level. Based on 
Suspicious behavior’s recognition steps, Arena’s model is 
composed by three processes: object detection, tracking, and 
behavior exploration. Two models could be adopted for design, 
(Figures 2, 3): (1) mono-processor, (2) multi-processor. 

A. Model 1: Mono-Processor Architecture 
Entity:  Name: Frames Arrivals 

  Arrival time: Const (0.1) (s)  

Process:  Name: Object Detection 

  Resources: Processor 

  Delay type: TRIA (0.02,0.04,0.05) (s) 

Process:  Name: Tracking 

  Resources: Processor 

  Delay type: TRIA (0.05, 0.08, 0.1) (s) 

Process:  Name: Behavior Exploration 

  Resources: Processor 

  Delay type: TRIA (0.4, 0.5, 0.9) (s)  
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B. Model 2: Multi-Processor Architecture 
Entity:  Name: Frames Arrivals 

  Arrival time: Const (0.1) (s)  

Process:  Name: Object Detection 

  Resources: Processor1 

  Delay type: TRIA (0.02,0.04,0.05) (s) 

Process:  Name: Tracking 

  Resources: Processor2 

  Delay type: TRIA (0.05, 0.08, 0.1) (s) 

Process:  Name: Behavior Exploration 

  Resources: Processor3 

  Delay type: TRIA (0.4, 0.5, 0.9) (s) 

The simulation is run for 1 hour. The simulation results of 
model 1 are shown in Figure 3a. They show that an architecture 
based on single processor is insufficient for surveillance 
system. The system should have big buffers between 
components to ensure the safety of data and that the bandwidth 

is quickest than the time treatment. The real-time execution 
capability is not proved for this model. The simulation results 
of model 2, are shown in Figure 3b, and are better than those of 
model 1. The multi-processor architecture proposed for 
surveillance system improves speed and requires a big buffer 
between Processor2 and Processor3. The design still suffers 
from no real-time execution. 

Based on the simulation results, a specific architecture is 
described in the next section  

IV. EXPERIMENT RESULTS 
This section presents the implementation of the surveillance 

system using a hybrid architecture based on multi-processor 
and GPU. This solution is well justified by simulation results 
presented in the previous section. The aim of this section is to 
describe a hardware accelerator based on the Gabor filter. The 
proposed architecture is composed by Microblaze soft-core 
processors interfaced with shared memory using the AXI4 bus 
[46]. All processor elements, on-chip memories, and the AXI4 
bus are clocked at 100 MHz. Off-chip memory is clocked at 
200 MHz and the AXI-lite bus is clocked at 50 MHz. 

 
 

Frames Arrival Object detection Tracking Exploration
Behavior Decision

0      
     0 0 0

0      
 

Fig. 2.  Surveillance system model. 

 
a) Mono-processor architecture 

 
b) Multi-processor architecture 
Fig. 3.  Simulation results. 

The surveillance system’s architecture is divided into: 

 Hardware components: Behavior exploration. 

 Software applications: Object detection and tracking. 

The frame is received by a professional camera with frame 
size of 640x840 pixels. The proposed design is composed by 
SRAM memory, control unit, 2 processor elements (cores) and 
hardware accelerators based on behavior exploration, see 
Figure 4. The proposed architecture belongs to SIMD/MPSOC 
field [47]. The control unit represents an essential component 
in design. The last aims to handle all processes: 

 Arbitrating the access of processors unit to/from 
memory 

 Handling and commanding all the processor units 

At first, the frame is captured with the camera and saved 
into global memory. The algorithm of surveillance system is 
divided into software modules (object detection and tracking) 
and hardware components (behavior exploration). In Table I, 
the proposed design is compared with others and it shows the 
best execution time for a surveillance system. Our 
proposition’s speed-up factor is about 20 times the ones in [40], 
and [37], about 2 times the one in [30], 10 times the one in [39] 
and 4 times the one in [38]. 
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Fig. 4.  Multi-processor and GPU architecture for surveillance system. 

 
From the experiment’s results mentioned in Table I, the 

proposed algorithm has the best result in terms of reliability 
and speed. This proves that the proposed architecture based on 
combination between Multi-processor and GPU ensures the 
real-time execution. 

 

TABLE I.  A COMPARISON BETWEEN DIFFERENT SUSPICIOUS BEHAVIOR 
DETECTION METHODS BASED ON EXECUTION TIME 

Method Execution time (s) 
[37] 0.2> 
[38] 0.041 
[39] 0.1 
[40] 0.2> 
[30] 0.02 

Proposed method 0.01 

V. CONCLUSION 
This paper resumes the different automated surveillance 

systems in the literature. The goal is to obtain a reliable 
detection of suspicious behavior with respect to the real-time 
constraint for an ATM system. This successful attempt 
proposes a hybrid architecture based on multi-processor and 
GPU to accelerate the treatment time of a frame. This 
architecture ensures the no loss of data between processes. As a 
main contribution, a whole hardware design based on multi-
processor architecture is described. The proposed design 
combines with 2-cores and GPU. Compared with other works 
cited, our design achieves the best execution time.  
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