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Abstract—Frequency spectrum is a limited resource and the 

increasing demand caused by emerging services, augmented 

number of wireless users along with the demand for high-quality 

multimedia applications have resulted in the overcrowding of the 

allocated spectrum bands. The overcrowding of spectrum bands 

has been exacerbated by the current spectrum licensing policy 

which has emerged as a bottleneck to efficient spectrum 

utilization, due to its inflexibility, resulting in most of the licensed 

spectrum being severely under-utilized. However, the problem of 

scarcity of spectrum bands and the inefficient utilization of the 

already allocated radio spectrum can be smartly addressed 

through spectrum sharing by enabling opportunistic usage of the 

underutilized frequency bands. One of the most exciting ways of 

spectrum sharing is cognitive radio technology which allows a 

wireless node to sense the environment, detect the network 

changes, and then make intelligent decisions by dynamically 

changing its reception or transmission parameters to 

communicate while ensuring that no interference is affected to 

the licensed users. It thus improves the spectrum utilization by 

reusing the unused or underutilized spectrum owned by the 

incumbent systems (primary systems). In this paper, a 

comprehensive survey and review of recent research about the 

advances in cognitive radio technology will be carried out. We 

will also evaluate the various spectrum sensing techniques in a 

cognitive radio network in the UHF/VHF bands allocated for TV 

broadcasting.  

Keywords-cognitive radio; spectrum sensing techniques; 

opportunistic spectrum access; 

I. INTRODUCTION 

The rapid growth of wireless communication has 
exacerbated the problem of scarcity of available spectrum. 
Since the bulk of the spectrum has already been assigned, it is 
extremely arduous to find new spectrum for either deploying 
new services or expanding already existing ones. Although 
nearly all of the spectrum bands have already been allocated, 
these bands are seriously underutilized most of the time. The 
traditional practice of clearing and then reassigning portions of 
the allocated spectrum is not a sustainable model as it is both 
time-consuming and expensive. However, spectrum sharing is 
possible in order to better utilize the spectrum and make current 
wireless systems more efficient. Spectral underutilization can 
be enhanced by permitting a cognitive user to access a licensed 

band when it is idle. Efficient spectrum utilization is the most 
challenging hurdle in the evolution of wireless communication 
systems and radio devices. Cognitive radios (CRs) have 
emerged as a solution through opportunistic spectrum sharing 
of spatially and temporally unused spectrum bands. This helps 
to improve spectral utilization by reusing the unused or 
underutilized spectrum owned by incumbent systems (primary 
systems). One of the most fundamental aspects of a CR radio is 
spectrum sensing as it enables a secondary user to detect the 
parts of a spectrum band that are currently underutilized and 
unutilized in real-time. Spectrum sensing algorithms are used 
to obtain awareness about spectrum occupancy and the 
existence of primary users in a given spectrum band. This 
allows spectrum sharing and gives opportunistic access to 
unused spectrum and hence enhances spectrum utilization. Use 
of spectrum sharing instead of exclusivity has created new 
opportunities for new technologies such as a smart grid 
communication network. 

II. COGNITIVE RADIO TECHNOLOGY 

CR devices are intelligent and self-conscious devices that 
can observe and detect changing environmental conditions and 
adjust their operating parameters like power, frequency, coding 
and modulation techniques, according to the changing 
communication environment culminating in efficient utilization 
of available resources [1]. Spectrum scarcity and inefficient 
spectrum utilization are some of the most challenging issues in 
wireless communications. CR provides an answer to the 
spectral dearth by enabling the opportunistic exploitation of 
frequency bands that are not densely occupied by licensed 
users. This allows secondary users to utilize them momentarily 
hence enhancing utilization. By enabling opportunistic 
spectrum access (OSA), CR helps mitigate the spectrum 
scarcity issue by allowing secondary devices to establish the 
un-/underutilized sections of licensed spectrum and exploit 
them opportunistically as long as no harmful interference is 
caused to the legacy spectrum users’ communications. The 
provisionally unutilized parts of spectrum are referred to as 
spectrum white spaces (WS) or spectrum holes and they may 
exist in time, frequency, or space domains. In the context of 
OSA, CR users are referred to as secondary users (SUs) in 
contrast to the primary users (PUs). CRs enable vacant 



Engineering, Technology & Applied Science Research Vol. 8, No. 6, 2018, 3673-3680 3674  
  

www.etasr.com Kimani & Njiraine: Cognitive Radio Spectrum Sensing Mechanisms in TV White Spaces: A Survey 

 

spectrum detection and spectrum sharing for a more efficient 
spectrum utilization. 

III. OPPORTUNISTIC SPECTRUM ACCESS 

CR enables the interim exploitation of unused spectrum. 
This allows the coexistence of two different systems within the 
same frequency range: the primary system and the secondary 
system. The primary system refers to the licensed users that 
have exclusive rights to make use of the assigned spectrum. 
The secondary system is the unlicensed CR users that do not 
own any rights to the spectrum but can access the spectrum 
momentarily as long as it is not used by the primary system [2]. 
In case the licensed user requires to use the spectrum, the CR 
vacates to another spectrum hole or remains in the same band, 
but alters its parameters like the power level or modulation 
scheme to avoid interference [3, 4]. The main reasons for 
spectrum underutilization are: 

1. The spectrum occupancy ratio is higher during the day than 

during the night. This leads to underutilization of spectrum 

especially at night. 

2. The presence of guard bands in the spectrum intended to 

safeguard against adjacent channel interferences between 

neighboring channels especially in the analogue TV 

broadcasts. 

IEEE 802.22, is a wireless standard designed to utilize CR 
for regional area networks in TV white spaces by enabling the 
sharing of geographically unused television spectrum while 
ensuring that no interference is occasioned to the licensed PUs. 
PUs in this case includes both analog and digital TV 
transmissions, and licensed low power devices such as wireless 
microphones [5]. 

IV. MAJOR FUNCTIONS OF COGNITIVE RADIO 

There are four main steps in the cognitive cycle: 

A. Spectrum Sensing 

This refers to the detection of the unused spectrum portions 
that can be exploited without causing harmful interference to 
other users [6]. It is a vital requirement for the SUs to identify 
the spectrum holes and is usually the first step of the cognitive 
cycle. 

B. Spectrum Management 

It is the process of detecting the best available spectrum to 
meet the cognitive user communication requirements. Keeping 
track of the next available frequency band allows the SUs to 
hop between multiple frequency bands in response to time 
varying channel characteristics or in response to the 
reappearance of the PU while still maintaining acceptable 
Quality of Service (QoS) requirements. The spectrum 
management functions are categorized as: 

• Spectrum analysis: In spectrum analysis, spectrum sensing 
results are examined to evaluate the available spectrum. 
This involves measuring the quality of spectrum accessed 
by a SU. This quality can be evaluated using the average 
correlation, Signal to Noise Ratio (SNR) and white spaces 
availability.  

• Spectrum Decision: Before the opportunistic spectrum 
access occurs, a decision model should be adopted. The 
decision model provides guidance on the rules and priority 
mechanisms to be followed in spectrum accessing. The 
complexity of such a model is dependent on the parameters 
to be considered in the spectral analysis (transmission 
bandwidth, data rate, transmission mode, etc. [7]). When 
both SUs and PUs are present in the system, a preference 
mechanism is required in order to determine the priority of 
spectrum access. SUs can be cooperative or non-
cooperative. In a cooperative environment, the secondary 
CRs collaborate with each other, to make a collective 
decision regarding the vacancy of a given frequency band. 
In that case, a central controller coordinates the spectrum 
management process [7]. 

C. Spectrum Mobility: 

This refers to the changeover of operating frequency band 
of CR users from one spectrum hole to another. When a PU 
reappears in a radio channel which is currently in use by a SU, 
the cognitive user has to change its frequency of operation. 
This switch in operating frequency band is referred to as 
spectrum handoff [8]. It ensures that the unlicensed SU 
continues with uninterrupted data transmission even after 
switching to the new band [8] by occupying the best available 
spectrum hole in order to meet user communication 
requirements. 

D. Spectrum Sharing 

This refers to the provision of a fair spectrum scheduling 
algorithm among the different users. Since there might be 
many different SUs who want to exploit the available spectrum 
holes at any given time, CR has to enforce policy rules to 
maintain fair spectrum scheduling among the different 
cognitive and non-cognitive users in the radio environment 
with a view to creating a balance between the goals of efficient 
information exchange and of sharing the available spectrum 
[7]. Although dynamic spectrum access is championed as a 
solution to the current static allocation of spectrum due to its 
flexibility and high spectrum utilization, spectrum sharing is 
still a major challenge in an open spectrum usage environment 
due to the existence of some greedy SUs who might not want 
to cede spectrum to other cognitive users. It provides a balance 
and fair spectrum scheduling method between coexisting SUs 
and PUs [3]. 

V. SPECTRUM SENSING CLASSIFICATION 

Sensing algorithms can be classified into three major 

categories: transmitter detection, cooperative sensing and 

interference based sensing. Transmitter detection techniques 

are further categorized into energy detection, matched filter 

detection and cyclostationary feature detection (Figure 1). 

VI. SPECTRUM SENSING TECHNIQUES 

A. Transmitter Detection 

Spectrum sensing is the cornerstone of a successful CR 
based communication as it determines the occupancy status of 
a spectrum band by periodically sensing the target frequency 
band. Once a CR has detected a spectrum hole in frequency, 
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space or time domain, it has to also determine the access 
method in terms of transmit power to employ and access 
duration in order to transmit without interfering with a licensed 
user’s transmission [6, 9]. 

 

 

Fig. 1.  Classification of spectrum sensing techniques 

Although there are various techniques for establishing the 
presence of a PU signal transmission, the most effective way is 
to sense spectrum holes by detecting active primary 
transceivers in the vicinity of the cognitive radios. This is 
referred to as transmitter detection and can broadly be 
categorized into three main groupings, depending on the type 
of information required for the sensing operation:  

• Noise dependent detection: These detection algorithms only 
require information on noise properties and do not need to 
make any assumptions on the primary signal characteristics. 
They do not need any prior knowledge of the signal but 
they do need very accurate information on noise statistics in 

order to obtain reliable detection performance.   
• Feature detection: These detection algorithms require prior 
knowledge of both source signal and noise power 
characteristics. They then employ knowledge of the 
structural and statistical properties of PU signals to make a 
decision on the presence or absence of a source signal.  

• Blind detection: These detection algorithms rely on 
statistical analysis to identify the properties of a signal. 
These detection mechanisms detect the primary signal by 
sensing the surrounding environment without requiring any 
preliminary information of the noise power or the source 
signal. 

1) Various Transmitter Detection Techniques 

a) Matched Filter Detection 

A matched filter (MF) is a linear filter that aims at 
maximizing the output SNR for a given input signal. This is a 
detection method that relies on prior knowledge of the PU 
signal, e.g. the modulation scheme, the pulse shaping, and the 
packet format. Using this information, a SU can correlate the 
detected signal with a corresponding PU signal, and then 
sample the output to determine if the detected signal is the PU 
signal [10, 11]. MF operation can be equated to correlation 
whereby an undetermined signal is convolved with a filter 
whose impulse response is a mirror and time shifted version of 
a reference (PU) signal [10]. It is therefore a feature detection 
algorithm. Mathematically, matched filter operation can be 
denoted as:  

���� = 	∑ ℎ�� − 
�	��
��
���    (1) 

where Y(n) is the output of the matched filter, given that x(n) is 
the received signal and h(n) is the filter response. Its block 
diagram is shown in Figure 2. 

 

 

Fig. 2.  Block diagram for MF detection 

b) Energy Detection 

This detection method requires no prior information of the 
PU signal. It is a non-coherent method that detects the primary 
signal solely based on the sensed energy. PU is detected based 
on the sensed energy where the received signal energy is 
computed and compared against a pre-defined threshold. If the 
measured value surpasses the threshold, then the received 
signal is deduced to be a PU signal, and the spectrum band is 
assumed to be occupied. Else, the spectrum band is inferred to 
be idle [12]. Energy detection (ED) is categorized as a noise 
dependent signal detector since it approximates the presence of 
a PU signal by comparing the sensed energy with a known 
threshold derived from the noise statistics [11, 13, 14]. 
Mathematically, signal detection can be simplified to a simple 
identification problem, defined as a hypothesis test: 

���� = ����   H0  (PU absent) (2) 

���� = ℎ ∗ ���� + ����  H1 (PU present) (3) 

where s(n) is the signal transmitted by the PUs, x(n) is the 
signal received by the SU, w(n) is additive white Gaussian 
noise (AWGN), and h is the amplitude gain of the channel. The 
estimated energy of the received signal can be expressed 
mathematical as:  

∑ |����|��
���      (4) 

The energy can now be compared to the threshold to check 
the true hypothesis by using: 

H1 if   ∈	> �     (5) 

H0 if   ∈	< �     (6) 
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The steps in an energy detector are illustrated in Figure 3. 

 

 

Fig. 3.  Energy detector block diagram 

c) Cyclostationary Feature Detection 

Cyclostationary feature detection capitalizes on the 
periodicity in the received primary signal to determine the 
presence of a PU. Most of the transmitted signals from the PUs 
usually have periodic patterns. These periodic patterns are 
known as cyclostationarity and are used to detect the presence 
of licensed users. The periodicity is usually found in sinusoidal 
carriers, pulse trains, spreading code, hopping sequences or 
cyclic prefixes of the primary signals which results in 
periodicity of their statistics like mean and auto correlation 
[11]. When the cyclic spectral density (CSD) of such signals is 
computed, it helps in highlighting such periodicities. Due to 
cyclostationarity, primary signals can easily be identified since 
the features of periodic statistics and spectral correlation, are 
normally absent in stationary noise and in interference. This 
helps in distinguishing PUs from noise. Thus, prior knowledge 
of the signal features is necessary in cyclostationary feature 
detection. This method detects even in very low SNR as the 
cyclostationarity embedded in the PU signal is non-existent in 
noise [13]. Cyclostationary detection can be illustrated as 
shown in Figure 4. 

 

 
Fig. 4.  Block diagram for cyclostationary feature detection 

A received signal x(t) is said to be cyclostationary if its 
mean and auto correlation shows periodicity as [15]: 

���� +  �� = 	���!�    (7) 

"��� +  �	, $ +  �		� = 	"� 	��, $�  (8) 

where the period of mean and auto correlation is T0. If t and u 
are substituted in the autocorrelation equation with t+τ/2 and t-
τ/2, then: 

"��� + % 2, � − % 2⁄⁄ � = 	∑"�
( �%�)*�+(!   (9) 

where "�
(	depicts the cyclic autocorrelation function (CAF) and 

α symbolizes the cyclic frequency. Cyclic frequency is 
assumed to be a known parameter to the receiver. CAF is 
computed as:  

"�
∝�%� = lim0→�

2

0
3 "�
2 0⁄

�2 0⁄
�� + % 2⁄ , � − % 2⁄ 		�)�*�+(!4� (10) 

Cyclic spectral density (CSD) is obtained as:  

5�
��6� = 	3 "�

((

�(
�%�)�7�+3 84%   (11) 

where "�
∝�%� is the cyclic autocorrelation function (CAF). 

d) Wavelet Detection 

The wavelet based detection method uses wavelets to detect 
edges in the power spectral density (PSD) of a wideband 
channel [16] as shown in Figure 5.  

 

 

Fig. 5.  Block diagram for wavelet based sensing 

This approach breaks down the wide spectrum into small 
non-overlapping sub-bands and tries to identify the variations 
in the power level in these sub bands. The breakdown is 
accomplished by using wavelet transform which identifies the 
edges in PSD. These edges in PSD mark the boundary between 
occupied bands and spectrum holes thus assist in identifying 
the vacant bands. When these edges of sub bands are detected, 
the powers between two edges can be estimated [17]. This 
helps in determining whether the band is occupied or not. 
Using this information, CR users can ascertain spectrum holes 
and exploit them [18]. It is a flexible and low cost blind 
detection technique [19, 20]. 

e) Covariance Based Sensing Technique  

Covariance based detection (CBD) utilizes covariance 
matrixes for detection since the statistical covariance matrixes 
of noise are quite different from the ones of a received signal. 
This property is therefore used to distinguish if a licensed PU is 
present or absent in a channel. This technique uses the 
correlative nature of a received signal, to compute the 
covariance matrix of the detected signal samples and then 
compares it with the covariance of noise to determine if a 
primary signal is present [19, 21]. Autocorrelation can also be 
used to compute the thresholds in place of covariance [17]. 
This approach does not need any previous information of the 
primary signal and works well for highly correlated signals. It 
has a very high probability of differentiating between the signal 
and noise even at extremely low SNR values. It also has very 
low power consumption. Its main weaknesses are the increased 
complexity and the increased computational overhead. Since it 
needs no prior information on the primary signal, it is referred 
to as a low power blind detection technique. Its block diagram 
is shown in Figure 6. 

 

 

Fig. 6.  Block diagram for covariance based detection 

f) Radio Identification Based Sensing.  

In radio identification technique, several features such as 
modulation, transmission range, transmission frequency, etc., 
are extracted from the received signal and they are then used to 
decide the most appropriate technology for the CR 
transmission. This approach tries to detect the presence of some 
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known technology being used by the sensed primary signal 
such that if the technology used by the PU for transmission is 
known, then its spectrum characteristics can be inferred [17]. 
CR users can then use this information to alter their 
transmission parameters in order to achieve communication 
[18]. This detection method is highly accurate, is robust to SNR 
and has average sensing time. However, it has high power 
consumption due to its high complexity. 

g) Random Hough Transform Based Detection  

Hough transform is a technique that is widely used for 
pattern detection in image processing [18]. Random Hough 
transform of the detected signal is used to search for the 
presence of radar pulses in the operating channels of WLAN 
systems. If some patterns related to PUs are identified, CR 
users can presume that a PU is using the spectrum while the 
spectrum will be assumed to be idle if patterns related to the 
primary signal are not identified. This technique is ideal for 
observing signals with periodic patterns [17]. 

h) Eigenvalue Based Sensing Technique  

In eigenvalue sensing, the PU signal is identified by 
calculating the eigenvalues of the covariance matrix of the 
received signal [19]. This method utilizes the received signal 
samples and requires no prior knowledge of the signal or the 
channel hence eliminating any need for synchronization. 
Eigenvalue based sensing can be categorized into two main 
approaches: 

• Maximum-minimum eigenvalue detection (MME): In this 
approach, the ratio of maximum to minimum eigenvalue is 
used to identify the primary signal by employing random 
matrix theories (RMT). This ratio is then quantized to find 
the threshold value.  

• Energy with minimum eigenvalue (EME) based detection: 
In EME, detection is carried out using the ratio of the signal 
energy to the minimum eigenvalue. EME compares the 
received signal energy with the minimum eigenvalues of 
the sample covariance matrix of the received signal.  

i) Waveform-Based Detection  

This method takes advantage of the fact that known patterns 
are usually employed in wireless networks for synchronization 
purposes. Such patterns corresponding to the signal, such as 
preambles, mid-ambles, regularly transmitted pilot patterns and 
spreading sequences are utilized to detect the signal presence. 
Preambles are sets of patterns that are transmitted just before 
the start of the data transmission sequence whereas mid-ambles 
are transmitted in the median of the data sequence. These 
patterns are mostly used for synchronization purposes. 
Therefore, if a known pattern of the signal is present, this 
detection method can be applied by correlating the received 
signal with a known copy of itself [18, 22]. The longer the 
length of these known patterns, the more accurate the detection. 
This is therefore a feature detection algorithm. For a received 
signal y(n)=s(n)+w(n), the waveform based sensing can be 
expressed as: 

Μ = 	:);∑ <����′����
��2 >   (12) 

In absence of a PU, the waveform based detection can be 

represented as: 

Μ = 	:);∑ �����′����
��2 >   (13) 

In presence of a PU, (13) becomes: 

Μ =	∑ |����|��
��2 	+ 	:);∑ �����′����

��2 > (14) 

The presence or absence of a PU is determined by 
comparison of the decision metric M against a threshold value 

λW as shown in Figure 7. 

 

 
Fig. 7.  Block diagram for waveform based sensing 

2) Comparison of Spectrum Sensing Techniques 

ED based spectrum sensing is the most popular spectrum 
sensing algorithm due to its low computation and 
implementation complexity. It requires no prior information of 
the PU signal resulting in short sensing time. Its main 
disadvantage however, is that it does not work very well in low 
SNR conditions which at times results in high probability of 
false alarm and miss-detection[11, 23]. MF detection on the 
other hand, has a very small observation period since a high 
processing gain can be achieved by coherent detection. Its 
major drawback however, is that each CR requires a dedicated 
receiver for every PU class and prior knowledge of the PUs' 
signal [24]. Cyclostationary feature detection is an effective 
spectrum sensing technique for the detection of very weak 
signals in the background of noise. Its major drawback 
however is that it has high computational complexity and it 
requires a long sensing time due to the longer observation time 
needed in order to identify the periodic patterns [11]. Wavelet 
transform detection method requires high sampling rate. This 
results in high complexity and power consumption. Waveform-
based detection is highly robust, due to coherent processing 
that arises from utilizing deterministic signal components. Its 
main drawback, however, is that it requires prior information of 
the PU signals and is susceptible to synchronization errors.  

3) Challenges of Spectrum Sensing 

a) Hidden Node Problem 

Due to the effects of multipath fading and shadowing, a CR 
user can at times not be able to differentiate between a deeply 
faded and an idle band. This can lead to what is commonly 
known as the hidden primary user problem. This is experienced 
when a SU scans for a transmitting PU but cannot correctly 
predict its presence. CR devices then transmit causing 
undesired interference to the PU as the primary transmitter’s 
signal could not be correctly detected. Cooperative sensing has 
been proposed as a means to deal with the hidden primary user 
problem [25].  

b) Sensing Period  

Since PUs have a right to claim their frequency bands at 
any time, even while being used by the cognitive users, it is 
paramount that sensing to be carried out as often as possible to 
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prevent any possible interference to the PUs. CR users should 
therefore be able to identify the reappearance of PUs as soon as 
they reappear and vacate the band immediately. In order to do 
this, sensing algorithms should have a short but frequent 
sensing time period in order to avoid co-channel interference. 
This condition presents a constraint on the quality of sensing 
(QoS) performance of a sensing algorithm since CR users must 
frequently interrupt their data transmissions in order to perform 
spectrum sensing. Consequently, the selection of sensing 
parameters is constrained as there must be a continuous 
tradeoff between the sensing period duration and the reliability 
of sensing.  

c) Primary User Emulation Attacks 

In a cognitive radio network, a selfish or greedy SU can 
mask its air interface to resemble that of a PU in order to gain 
advantage over other cognitive radio users in what is known as 
a PU emulation (PUE) attack. This can lead to misleading 
spectrum sensing results at the expense of legitimate SUs. A 
solution is to maintain a database of all PUs together with a 
signature public key encryption value for validating PU 
transmissions. This will prevent malicious cognitive users from 
masquerading as PUs. Legitimate PUs would then be required 
to transmit their transmission together with the encrypted 
signature value. 

d) Spread Spectrum Sensing  

Some PUs employ spread spectrum signaling which is very 
hard to sense as the signal power is dispersed over a wide 
frequency range although the actual information bandwidth 
maybe much narrower. This can be eliminated if the hopping 
pattern is known so that precise synchronization to the signal is 
achieved. It can also be solved by using UWB sensing 
techniques. 

e) Receiver Uncertainty Problem 

In transmitter detection mechanisms, CR users are only 
concerned with information about the primary transmitter but 
have zero information about the primary receiver. A cognitive 
radio may therefore be located outside the transmitting range of 
a PU transmitter but is within a radius of a primary receiver 
receiving information from the PU. Since it does not sense the 
presence of any transmitter, it might cause interference to the 
primary receiver if it tries to transmit. This may lead to 
interference and is known as the receiver uncertainty problem. 
A solution to this would be to exploit the local oscillator (LO) 
leakage power emitted from the RF front-end of the primary 
receiver to sense it. However, the LO leakage signal is in most 
cases noted to be very weak [22, 26, 27]. 

B. Cooperative Sensing 

Individual node sensing is in most cases not sufficiently 
accurate for sensing the PU signal, due to fading, shadowing, 
and receiver uncertainty [28]. However, using cooperative 
sensing, SUs can take advantage of the spatial diversity of each 
user to co-operate and share the collected sensing information 
so that the chances of incorrect detection are minimized. 
Cooperative sensing is employed to improve the detection 
accuracy of transmitter detection mechanisms through 
cooperation among SUs on spectrum sensing thereby providing 
a solution to most issues that come about in spectrum sensing 

due to noise uncertainty, fading, and shadowing [29, 30]. It also 
lowers the probabilities of false alarm and misdetection 
considerably. Additionally, cooperation can help eliminate the 
hidden PU problem, hence decreasing sensing time. Results 
have indicated that collaborative sensing results in significantly 
higher spectrum capacity gains when compared to local 
sensing. This happens mainly because, in individual node 
sensing, the CR acts without any information about the PUs 
position, hence degrading its sensing performance. However, in 
collaborative spectrum sensing, each of the collaborating CRs 
observes its own independent fading or shadowing and then 
these results are combined to paint a better picture of the 
presence of the PUs. In order to coordinate the collaboration in 
cooperative sensing architectures, a control channel is required. 
The control channel can either be implemented using a 
dedicated band, an unlicensed band e.g. ISM, or an underlay 
system e.g. ultra-wide band (UWB). The control channel can 
either be used to share the results of spectrum sensing or for 
sharing information about the channel allocation amongst the 
cognitive users [31]. The biggest weakness of cooperative 
sensing is its augmented delay since data has to be collected 
from all the cooperating nodes before a decision is made. 
Cooperation can be executed in two ways: centralized or 
distributed. 

1) Centralized Sensing 

In this kind of cooperation, a central unit called fusion 
center collects sensing data from the sensing cognitive nodes, 
identifies an available spectrum hole, and broadcasts this 
information to the other CRs or uses this information to directly 
control CR traffic. Figure 8 shows how centralized sensing 
operates. 

 

 

Fig. 8.  Centralized sensing 

There are two main approaches in centralized sensing. 

a) Data Fusion  

With this approach, all SUs send their entire raw sensing 
data, to the fusion center. CR users only collect the information 
but do not make any decision. It is the fusion center that 
determines the band status based on the sensing data received. 
Sensing data includes the received signal power and the GPS. 
A drawback associated with this approach is that, in case of a 
huge number of CR devices, the bandwidth required for 
reporting is very large. Data fusion is also referred to as soft 
combining.  

b) Decision Fusion.  

With this approach, each CR user processes its sensing data 
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locally and makes a decision on the absence or presence of a 
PU. This decision is then relayed to the fusion center in form of 
binary data indicating the band status. The fusion center makes 
a final decision based on the received decisions from the 
individual CR users. The decision is done through a voting 
scheme. This approach requires less overhead than the data 
fusion approach as it does not send the entire sensed data to the 
fusion center. 

2) Distributed Sensing 

In distributed cooperative sensing, individual cognitive 
nodes share sensing data amongst themselves but make 
individual decisions regarding which spectrum band to use. 
Distributed sensing scheme is considered superior to 
centralized sensing as it does not need the deployment of a 
large-scale infrastructure thus has reduced deployment cost. 
There are two main approaches in distributed sensing. 

a) Distributed Coordinated Techniques 

In this type of coordination neighboring SUs exchange 
local sensing results. After receiving the sensing results from 
the others, a SU can make its own judgment regarding the 
status of a spectrum band, basing it on its own sensing results 
and the data received from the other SUs using a local criterion 
and without having the need of a controller (Figure 9). 

 

 

Fig. 9.  Distributed coordinated sensing 

b) Distributed Uncoordinated Technique 

In some cases, a cognitive user may be adequately able to 
sense vacant bands but has a very weak reporting channel to 
the fusion center while another cognitive user within the same 
user’s vicinity has a weak ability to sense vacant channels but a 
strong reporting channel. In such an instance, both nodes can 
cooperate: when one senses the vacant, it sends its decision to 
the neighboring cognitive user which then transmits the 
information to the fusion center. Therefore, the SU behaves 
like a relay and the approach becomes a multiple-hop scheme. 
This technique is thus usually referred to as relay assisted co-
operative sensing [32, 33] as shown in Figure 10. 

C. Interference Based Detection 

Interference based detection works like a spectrum underlay 
(UWB) technology, where SUs coexist and transmit 
simultaneously in the same spectrum band with PUs but only 
transmit at extremely low power as determined by the 
interference temperature level in order to curtail any harmful 
interference to the PUs [32]. There are two main approaches to 
interference based detection. 

 

Fig. 10.  Distributed uncoordinated sensing 

1) Primary Receiver Detection 

In communications, whenever a receiver is receiving data 
from a transmitter, it usually emits a leakage power from its RF 
front end. The leakage power is referred to as LO leakage 
power. It is this leakage power that is exploited to find a PU 
signal by installing a low cost sensor node close to a PU’s 
receiver. The sensor then reports the sensed LO leakage power 
emitted by a given RF front end of the PU’s receiver within the 
communication range of a CR [34].  

2) Interference Temperature Management 

This approach aims at measuring the interference at the 
receiver. It does this by setting an upper interference limit for a 
particular frequency band in specific geographic locations such 
that CR users are prohibited from causing harmful interference 
while using the specific band in a given area. Usually, CR 
transmitters regulate their interference by regulating their out of 
band emissions (transmission power) based on their positions 
with respect to PUs [6, 34]. Thus, CR users do not carry out 
spectrum sensing. They transmit concurrently with the PUs as 
long as they are within the specified preset power mask. They 
can never at any time relay their data with higher power than 
the preset power even if any PU is absent as they are prohibited 
to do so. Accordingly, CR users are required to at all times be 
aware of the location and corresponding upper level of allowed 
transmit power levels so as to never interfere with the PU 
transmissions [6].  

VII. CONCLUSION 

Current spectrum licensing policy has led to most of the 
spectrum being assigned to various services. Recent 
technological developments have led to the development of 
many new wireless services. These new services require 
spectrum but were never factored in when the spectrum was 
first allocated. The spectrum policy is therefore not in tandem 
with the current needs. Since spectrum is a fixed resource, a 
solution must be found to accommodate the new and emerging 
services within the existing spectrum. Studies showed that most 
of the allocated spectrum is actually underutilized. CR has 
emerged as an alternative to exploit the underutilized spectrum 
more efficiently by enabling opportunistic spectrum usage. It 
has recently received widespread research interest. The CR 
approach is based on the cardinal rule of being able to correctly 
sense the available spectrum opportunities.  

This paper focused on various spectrum sensing 
mechanisms used by CRs. The dynamic spectrum nature of 
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CRs, where they access different frequency bands, anytime and 
anywhere, requires particular attention as it helps in spectrum 
sharing amongst primary and secondary users, thus ensuring 
there is efficient utilization of all available spectrum. The 
dynamic spectrum access solves some problems like spectrum 
scarcity, allowing the exploitation of new opportunities, but on 
the other hand creates new challenges for spectrum sensing. 
Analysis showed that there is no perfect sensing mechanism 
and selecting the best one to use is a delicate process involving 
tradeoffs between specific requirements. Due to the large range 
of frequency bands that needs to be explored and sensed to find 
spectrum holes, CR signal processors need to be faster, more 
accurate and robust while consuming low power in order to 
improve the battery life of cognitive devices. 
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