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Abstract—Science and technology activities can be considered 

problem-solving activities, and scientific papers and patent 
publications can be viewed as providing explicit knowledge 

gained from the problem-solving of academia and industry 

respectively. However, even in the same field, the approach to the 

same problem is not consistent between a paper and the patented 

technology. The creation of information silos in science and 

technology generates inefficiency in human intellectual 

production. Therefore, this study examines whether insights from 
technical problems can be shared with academics to solve 

scientific problems. We propose a concept to link the problems 

between these two domains using a linguistic approach for 

knowledge discovery that connects science and technology. We 

extracted scientific papers from the Association for 

Computational Linguistics dataset, and patent literature from the 
Derwent Innovation platform. From these, pairs of problem 

defining sentences were identified and extracted using an 

attention-based language model. For example, we were able to 

extract examples of issues that do not necessarily arise from 

scientific papers, such as annotation difficulties in the analysis of 

social network data, but can be hinted at by patented techniques 

prior to the paper. These results suggest that scientific problems 

and industrial solutions can provide mutual insight. This 

knowledge discovery approach is recommended not only for 

benefiting corporate activities but also for grasping research 
trends. 

Keywords-problem extraction; information matching; 

scientometrics; Literature-Based Discovery (LBD); attention-based 
language model 

I. INTRODUCTION  

Science progress and technology change have become 
important issues on innovation and economics studies [1-3]. 
The way science and technology interact is a long-standing 
question. The knowledge flow in some areas, such as 

pharmaceuticals, can be effectively explained by linear models 
through basic research, applied research, development, and 
diffusion (production) [4-6]. Linear models have been widely 
disseminated by academic institutions [7] lobbying for research 
funding, by economists [8] serving as expert advisors to policy 
makers and have been viewed as linear concepts of innovation 
by science and technology scholars [4]. On the other hand, 
recent research on innovation shows that such a linear model of 
innovation is insufficient to represent reality [5, 9-13]. The 
linear model does not consider the empirical evidence that 
technological change often results from experience and 
ingenuity rather than scientific theory and methods, the 
instrumental role of technological development in eliciting 
scientific explanation, and the importance of technology-based 
instruments for scientific research [14, 15]. It is sometimes 
pointed out that the linear model overlooks technology’s 
influence on the setting of the scientific agenda [16, 17]. 
Innovation involves the transfer of knowledge between the 
scientific and industrial domains, as exemplified by the chain 
link model [11, 18, 19] and the network model [16]. Of course, 
the linear model has the ability to explain innovation, and thus 
it not the all ideas that consider innovation to be a linear model 
are wrong [20], however, when the complexity of science and 
technology interactions is understood, it is undeniable that 
science pushes technology and technology pushes science. 

Information retrieval research involving academic articles 
and patents has a long history [21-23]. Information retrieval is 
defined as finding material (usually documents) of an 
unstructured nature (usually text) that satisfies an information 
need from within large collections (usually stored on 
computers) [24]. Existing bibliometric methods regard research 
papers as representing scientific research and patents as 
representing innovation [25]. Non-patent literature is 
sometimes used as a method for directly measuring the 
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relationship between science and technology [22, 26, 27]. The 
patent examiner searches for prior non-patent literature based 
on the patent specification field. The number of non-patent 
literature is an indication of how the relating technology has 
already been mentioned in the context of the science domain. 
As mentioned earlier, the relationship between science and 
technology is not always straightforward and simple. 
Traditionally, patent citations to papers have been 
comprehensively studied to understand the transfer of 
knowledge from science to technology [28]. However, the 
transmission from technology to science has not been well 
studied [29]. While patents contain detailed methodological 
information on successful innovations, references to patents are 
rarely found in applied science or science texts [29, 30, 31]. 
According to Glanzel and Meyer [29], the publications that 
have such reverse citations account for only 0.98% of all total 
publications between 1996 and 2000, of which 30% are in 
chemical-related fields. However, the absence of bibliographic 
references does not necessarily mean that technical and 
scientific knowledge are unrelated [16]. Further, the explosive 
increase in scientific and technical knowledge can be 
problematic. There are over three million articles written in 
English [32]. Regarding patents, there were 3.3 million patent 
applications in 2018, up 5.2% from 2017 for a ninth straight 
yearly increase [33]. In this context, it is becoming increasingly 
difficult for scientific papers and patents to fully reference each 
other. In every field, science and technology are fragmented 
into information silos, resulting in a condition in which one 
information system is unable to interoperate with other systems 
that are or should be associated with it. If debate proceeds only 
within the corresponding silos and information is not shared, 
even though the science and technology fields work on similar 
issues, the resources devoted to humankind’s intellectual 
activities will be significantly wasted. In this study, we focus 
on the possibility of extracting common needs between science 
and technology that have not been fully addressed by existing 
articles.  

There is an approach known as Literature-Based Discovery 
(LBD) [34-37]. One way to determine the common needs 
between two fields by using knowledge discovery methods and 
involving bibliographic information is Swanson’s ABC model 
[38]. He succeeded in hypothesizing and verifying the 
unknown relationship between Raynaud’s disease and fish oil 
based on bibliographic information. Although scientific papers 
and patent publications are usually used as knowledge sources 
for LBD, most studies using this approach focus on discovering 
hidden links in the same domain (scientific papers for science 
domain, patent articles for technology domain). For example, 
one paper discussed the semantic similarities between 
gerontology and robotics based on the clustering of direct 
citation networks in the scientific inner domain [39]. 
Meanwhile, other papers focus on knowledge discovery in a 
certain field in a cross-domain between scientific papers and 
patent publications. Authors in [40] identified the 
commercialization gap between fields amply discussed in the 
science domain but not nearly as well discussed in the 
technology domain, using the photovoltaics-related knowledge 
field as an example; they created clusters based on direct 
citation networks between scientific papers and patent 

publications and calculated the semantic similarities among 
these clusters [41]. Wang [42] also applied the same method 
for the micro biofuel field.  

Considerable evidence indicates the importance of linking 
the same fields in the science and technology domains. Several 
studies have revealed how science pushes technological 
development [21, 27, 43, 44]. Thus, it is effective for industries 
to extract knowledge and contribute to the technology domain 
from the science domain [39]. Scientific articles provide 
readers with a problem-solving process in terms of an objective 
and reproducible knowledge. The Introduction, Methods, 
Results, and Discussion (IMRaD) format for scientific articles 
has been gradually adopted since the 1940s [45]. It allows the 
problem-solving process to be described explicitly and enables 
the reporting of scientific activities to follow a more standard 
construction. The establishment of such a document structure 
greatly influences the research of vocabulary patterns of written 
language. Authors in [46, 47] developed a way to analyze the 
structure of scientific and technological documents [45]. Their 
methods can be used as a possible approach for the purpose of 
automatic classification, information extraction, and automatic 
summarization for scientific articles. The extraction of 
sentences related to problem-solving can also be used for 
science and technology articles.  

Research on information retrieval from patent publications 
has also attracted considerable attention. Many techniques have 
been proposed to classify text data of patent publications into 
problem and solution statements [48-50]. A Subject–Action–
Object (SAO) structure can be recognized as a problem and 
solution pattern, which several patents have used [51-53]. 
Authors in [54] attempted to extract and analyze SAO 
structures to detect patent infringement. Authors in [55] 
focused on the identification of rapidly evolving technological 
trends, and authors in [56] proposed a method to recommend 
research and development candidates by extracting the SAO 
structure from problem–solution patterns of patent information. 
However, a few studies have described the relationships 
between problems and solutions extracted from papers. In this 
study, we will focus on this particular knowledge discovery 
issue. Regarding extracting information from technical 
documents, researchers have attempted to extract expressions 
that represent technical features from patent publications and 
scientific articles as subtasks of the patent mining task of 
NTCIR–8 (NII Testbeds and Community for Information 
access Research). This project aims at a large-scale evaluation 
for technologies that support the understanding and use of 
information, such as information retrieval, question answering, 
summarization, text mining, and machine translation, from a 
vast amount of information [57]. This extraction is also 
expected to be useful for the automatic creation of a technology 
trend map. However, as described above, because the terms 
used in patents are often more abstract or creative than those 
used in research papers to widen the scope of the claims, 
problem-extraction methods for patent publications are 
underdeveloped. On the other hand, based on the premise that 
the phrase “problem to be solved” in patent publications 
appropriately represents the technical problem, it is proposed 
that a more specific patent map can be created by paying 
attention to the sentence [58].  
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There are many approaches to information retrieval using 
scientific and patent texts, but there are still problems and 
uncertainties regarding the defining keywords. In this sense, 
information extraction that does not solely rely on keywords is 
required. Heffernan and Teufel [59] showed that word 
embeddings, a technique in which words are represented as 
vectors, can be used as features to extract sentences related to 
problems and solutions, using the Association for 
Computational Linguistics (ACL) anthology as a dataset. They 
claimed that the detection of the problem and solution 
statements from papers can enable the comparison of similar 
papers and lead to the automatic generation of review articles. 
However, they do not describe their method’s application for 
cross-domain articles and also mention the linking of problem 
and solution statements as an area of future work. 

The current study aims to answer the question “is it 
possible to extract sentences that refer to the same problem (i.e. 
needs) from both the science and technology domains and 
obtain information that contributes to knowledge discovery 
across domains?” referring to if knowledge from patents can 
provide insight into the scientific issues being investigated. In 
this paper, the concept of inter-domain links for knowledge 
discovery using a linguistic approach is proposed. This study 
makes a concrete contribution to the literature because it 
demonstrates the possibility of building a needs-focused 
portfolio that includes both science- and technology-related 
information by extracting appropriate sentences from scientific 
articles and patents. This study makes a concrete contribution 
to the literature because it shows it is possible to build a needs-

focused portfolio that includes both science- and technology-
related information by extracting appropriate sentences from 
scientific articles and patents. For example, research articles 
often mention potential future studies, and knowledge can be 
obtained from existing patent information for these future 
investigations. Thus, we show that not only does science 
support technology, but technology can support science. 
Another contribution of this research is a model that extracts 
problem statements (sentences) from the paper without 
preparing clue words in advance, and performs better than the 
existing method [59]. To achieve this, it is hypothesized that 
the application of a model of language understanding that 
enables context-sensitive processing, which has been evaluated 
in the field of natural language processing, would be effective.  

II. METHOD 

A. Overview 

The methodology of this study is outlined in Figure 1. At 
first, data from scientific publications were taken from the ACL 
database, whereas data from patent publications were taken 
from the Derwent Innovation platform, as shown in Figure 
1(1). Problem statements for patents were then identified by 
whether they begin with the phrase “problem to be solved,” as 
shown in Figure 1(2). For scientific articles, the problem 
statements from the sampled data are extracted, as shown in 
Figure 1(3). Finally, we calculated the semantic similarity 
between the scientific and technical problem statements, as 
shown in Figure 1(4). These processes are described in more 
detail in the next section. 

 

 
Fig. 1.  Method overview.

B. Dataset 

This section describes the data acquisition and 
preprocessing procedure shown in Figure 1(1). We considered 
that scientific articles contain scientific knowledge and patent 
articles industry knowledge. We limited the papers/patents to 

the field of computational linguistics. The computations 
linguistics corpus of scientific articles is a subset of the ACL 
anthology released in March 2016 and contains the full text of 
22,878 articles. These data were parsed using ParsCit [60], and 
tokenization, sentencing, and dependency analysis were done 
with Rasp Parser [60]. We randomly sampled 2,500 articles 
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from this dataset, which is the same one used in [59] and is 
under the Creative Commons Attribution license (CC-BY). 
This allowed easy comparison of the classification performance 
with [59]. Patent data were extracted from the Derwent 
Innovation platform provided by Clarify Analytics. Computer 
science-related patent data classified as G06N were defined by 
the World Intellectual Property Organization as “a computer 
system based on a particular computational model” in the 
International Patent Classification. A total of 38,718 filtered 
patent publications were extracted from the database. The 
“problem-solving concept” is a statement describing the 
problem solved by the patent [61-63]. Patent gazettes often 
include important sentences that begin with the term “problem 
to be solved” [48]. Thus, we extracted statements containing 
“problem to be solved” from patents.  

C. Extraction of Problem/Solution Sentences 

The way sentences were classified as shown in Figure 1(2) 
is described in this section. We identified problem and solution 
sentences based on a previously established neural language 
approach by creating word embedding-based features [59]. 
Word embedding involves mapping words to a vector space in 
order to capture the meaning of the word or grammatical 
structure. It is based on the distribution hypothesis that words 
having similar meanings will appear in similar contexts, that is, 
the appearance distribution of surrounding words [64, 65]. 
Heffernan and Teufel [59] proposed a supervised learning 
model that classifies given sentences into problem or not-
problem sentences. They indicated that embedding-based 
features were effective for classifying these sentences [59]. In 
this study, we used a neural network language model focused 
on “attention” that has become common [66-68]. “Attention” is 
a mechanism that allows machines to learn which vectors are 
important when there are multiple vectors. In other words, it 
informs the prediction model which part of the input data to 
focus on. We hypothesize that our method can extract problem 
sentences with higher accuracy by considering the entire 
context, whereas existing methods such as Word2Vec focus 
only on the area immediately before and after the clue word. In 
this study and by using this methodology, we constructed a 
model that determines whether a sentence is a problem 
statement based on whether it contains word with high 
probability to correspond to the problem. In this step, we 
conducted unsupervised and supervised learning. 

1) Unsupervised Pre-Training 

Given the token 	� = ���, … ,�	
 , the likelihood to be 
maximized in the standard stochastic language model is given 
by: 

�1
�� = ∑ ����
��|��−�, … , ��−1; 	���      (1) 

where � is the size of the window, and P is the neural network 
model with parameter� . Here, � is adjusted by stochastic 
gradient descent. A model using the attention mechanism is 
given by:  

�
�� = softmax!ℎ	#$
%&    (2) 

where	' is the number of layers in the neural network, and #$ 
is the token embedding matrix. In this study, we utilized a 

published learning model in which a multi-layer transformer 
decoder is implemented as a language model [67, 69, 70]. 

2) Supervised Fine-Tuning 

Parameter adjustment was performed through supervised 
learning using the modeled function that has been learned in 
(1). We implemented tasks to classify problem and non-
problem sentences as supervised learning tasks. Assuming a 
dataset (	containing labels that contain a document consisting 
of a word string of input tokens )�, … , )* and a label + in each 
instance. For example, suppose that there is a group of words 
that constitute a sentence as input tokens. If it is a problem 
sentence, 1 is assigned to the label +, and 0 is substituted if it is 
not. This input passes through the previously learned model 
with an output layer with parameters for predicting +: 

�
+|)�, … , )*� = softmax!ℎ,
*#-&    (3) 

Below is a constraint that maximizes:  

�.
(� = ∑ ����
+|)�, … , )*�
/,-�     (4) 

We conducted a five-fold cross-validation and 
comprehensive evaluation with the average value of the 
following four evaluation indices.  

• Precision is the percentage of positive data that is actually 
positive:  

�012�3��' = %45$6789:9;$
	
%45$6789:9;$<=>,8$6789:9;$�    (5) 

• Recall is the percentage of what was actually positive and 
was predicted to be positive: 

?12@�� = %45$6789:9;$

%45$6789:9;$<=>,8$A$B>:9;$�    (6) 

• F-measure (F1 score) is the harmonic mean of the precision 
and recall:  

F1= .64$C9897	∙E$C>,,

64$C9897	<	E$C>,,�    (7) 

• Accuracy is the percentage of data actually predicted to be 
positive or negative:  

F22G0@2+ = %45$6789:9;$<%45$A$B>:9;$
%45$6789:9;$<=>,8$6789:9;$<%45$A$B>:9;$<=>,8$A$B>:9;$    (8) 

D. Clustering and Similarity Extraction 

Here, the processing of clustering and extraction of similar 
problem pairs is described corresponding to Figure 1(4). We 
vectorized the documents against the obtained scientific paper 
problem sentences and patent problem sentences respectively, 
and performed clustering. For clustering, we used the Ward’s 
[71] method, which is a kind of hierarchical clustering. Ward’s 
method repeats the procedure of merging any two clusters with 
the smallest increment in the sum of squares in the cluster. This 
clustering method has shown high performance regarding 
hierarchical clustering. Additionally, Term Frequency-Inverse 
Cluster Frequency (TF-ICF) is calculated to extract the 
characteristic keywords for each cluster. The term frequency 
gives a measure of the importance of the term within the 
particular sentences. The inverse cluster frequency refers to a 
measure of the general importance of a term. The HIJKI of 
term � in cluster L is given as follows: 
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HIJKI = MN9,O ∙ �2N9 = MN9,O ∙ log R A
CST

U    (9) 

where N is the total number of sentences. Each cluster was 
labeled based on the resulting characteristic keywords and 
sentences. Based on the dot products of embedded vectors of 
the obtained characteristic words, the similarities of problem 
sentences between the papers and patents were calculated. By 
focusing on problem-sentence pairs with high similarity, it is 
possible to manually confirm whether problem-solving 
information provided by the patents can be helpful to solve 
problems mentioned in scientific research papers. 

III. RESULTS 

A. Extracting Problem Sentences 

Table II shows several results of scientific paper problem 
sentences classified with this model. The actual problem 
sentences were labeled as “1.” Non-problem sentences were 
labeled as “0.” The predicted result “1” means the sentence is 
predicted as a problem sentence. The predicted result “0” 
means the sentence is predicted as a non-problem sentence. 
Table I shows the classification performance index. Each 
number represents Precision/Recall/F_measure/Accuracy, in 
that order. Heffernan and Teufel’s [59] results, whose study is 
the most similar to ours, are also shown for comparison. We 
were able to extract 2,385 sentences beginning with “problems 
to be solved” in patent publication abstracts. Table III 
represents an example of the actually extracted sentences. 

B. Problem Clusters in Patents 

Table IV shows a summary of the top ten clusters in the 
patents. Each cluster name was manually chosen after 
reviewing all featuring sentences. The first cluster was labeled 
“Information system” based on the problem sentences and 
keywords extracted by the TF-ICF, as the clusters related to 
information processing and input information technology. The 

second cluster was labeled “Memory efficiency and parameter 
optimization for neural networks,” with many problem 
statements addressing efficiency and optimization. The third 
cluster was named “Data extraction and processing,” with 
many problem statements including challenges in data 
extraction. 

TABLE I.  CLASSIFICATION PERFORMANCE 

 
Precision Recall F1 Accuracy 

[59] 0.82 0.83 0.82 0.82 

Proposed 0.89 0.85 0.87 0.87 

 

The fourth cluster, “Knowledge systems and humans” 
focuses on knowledge rather than data and therefore features 
several issues related to human behavior. The fifth cluster, 
which is a knowledge system as well, is named “User and 
knowledge systems”, because many of the issue statements 
focus on the issues faced by users of the system. The sixth 
cluster was named “Data classification,” with several problems 
focusing on classification, a machine learning task. The seventh 
cluster, “Image recognition,” consists mainly of tasks that used 
images as data. The first bowl cluster was named “Circuit of a 
neuron model” because many of its issues focused on circuit 
design using the nervous system. Several task statements 
belonging to the ninth cluster focus on mathematical 
probabilistic tasks, and thus we named the cluster “Estimating 
parameters, probabilities, calculation methods, and so on.” The 
tenth cluster is a concentration of issues in terms of control 
engineering and was named “Data processing for control 
engineering.” The cluster name is representative of the set, and 
not all sentences matched the cluster name precisely. Figure 2 
shows the result of the vectorization of each document against 
the problem sentence in patents followed by compression in 
two dimensions and clustering. The results are shown in 
different colors for the top ten clusters in order of cluster size. 
Other clusters are in gray. 

TABLE II.  SAMPLES OF EXTRACTED PROBLEM/NON-PROBLEM SENTENCES FROM SCIENTIFIC ARTICLES (N=10) 

Sentences Label Predicted 

“this reduces the efficiency of the dynamic programming” 1 1 

“this is expensive” 1 1 

“should probably be treated separately, as a preposition modifier” 0 0 

“creating these rules requires much cost and that they are usually domain-dependent” 1 1 

“it is not capable of modeling bilexical dependencies on the right hand side of the rules” 1 1 

“Unsupervised constituency parsing is also an active research area” 0 0 

“consuming very large parameter spaces” 1 1 

“the time required to load and watch the videos” 1 0 

“the need for large training data” 1 1 

“the possible relationships that exist among the various factors” 0 1 

TABLE III.  SAMPLES OF PROBLEM-RELATED SENTENCES IN PATENTS (N=5) 

Problem sentences (example) Application no. 

“Problem to be solved is the neuron action potential calculation speed is slow in large-scale computer simulation process, the method of the 

invention can greatly improve the calculation speed of the action potential, while maintaining a relatively high precision, and it is very suitable 

for simulation of large-scale brain nerve network.” 

CN106447032A 

“PROBLEM TO BE SOLVED: To decrease the number of sensors in use without a significant loss of control precision by constituting a 2nd 

control system by using a 1st and a 2nd control signal.” 
JP2000187504A 

“Problem to be solved is to easily register information for specifying the symptom not only by type but also by designating an individually 

managed subject.” 
WO2008007442A1 

“PROBLEM TO BE SOLVED: To effectively recognize an object in a practical time, with practical accuracy and in a practical object range.” JP2001195381A 

“PROBLEM TO BE SOLVED: To reduce the number of times of multiplication required for finding a covariant matrix for obtaining the 

coefficient of prediction for minimizing a square root error.” 
JP2001195586A 
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TABLE IV.  SUMMARY OF TOP 10 CLUSTERS RELATED TO PATENT PROBLEM STATEMENTS 

Cluster ID No. of sentences Cluster name Keywords 

Cluster #1: 21 Information system 
identification, information, abnormality, assisting, creation, semi-supervised, 

artificial, image, input, system 

Cluster #2: 17 
Memory efficiency and parameter 

optimization 

problem, solve, difficult, included, that, capability, sample, network, neural, 

conventional 

Cluster #3: 17 Data extraction and processing 
extracting, analyzing, annotation, correlation, expected, pattern, data, added, 

data, stored 

Cluster #4: 16 Knowledge systems and humans 
personality, artificial, intelligence, person, human, realize, answer, concepts, 

defined, divided 

Cluster #5: 16 User and knowledge systems 
knowledge, user, base, contents, concept, around, document, enormous, 

extracted, modeling 

Cluster #6: 16 Data classification 
classifying, classification, target, partial, support, enhancing, kind, source, 

high, unknown 

Cluster #7: 15 Image recognition 
monitoring, image, costs., evaluating, holding, interpretation, intention, 

generating, improving, attributes 

Cluster #8: 14 Circuit of a neuron model 
neuron, circuit, element., resistance, circuit, neural, output, network, element, 

bond 

Cluster #9: 14 
Estimating parameters, probabilities, 

calculation methods and so on 

probability, calculation, similarity, arithmetic, unit, arbitrary, cluster, 

continuous, decision, independence 

Cluster #10: 14 Data processing for control engineering 
optimization, control, antenna, robust, ship, enhance, controller, service, 

efficiency 
 

 
Fig. 2.  Hierarchical clustering dendrogram in patents. 

C. Semantic Similarity 

For all the obtained scientific paper and patent problem 
sentences, feature words were extracted based on TF-ICF. The 
sentence similarity was calculated between the two different 
sources. Table V shows the five pairs with high similarity. 

IV. DISCUSSION 

At first, the proposed model’s word selection and 
classification was described. In Table II, words and phrases 
such as “reduces the efficiency,” “expensive,” “it is not 
capable,” and “consuming” intuitively imply the suggestion of 
a problem. 
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TABLE V.  PROBLEM PAIRS WITH HIGH SEMANTIC SIMILARITY BETWEEN PATENT PUBLICATIONS AND SCIENTIFIC ARTICLES 

No. Similarity Scientific article problem sentences Patent publication problem sentences 

#1 1.393 
the present framework can handle only one anchor point (the 

question term) in the candidate answer sentence 

To provide a question sentence candidate presentation device and a 

program, which allow even a questioner unfamiliar to interview to 

extract data of good quality from an answerer 

#2 1.276 the computational complexity of working with SVMs 

To provide a re-learning method for support vector machine (SVM) 

for improving accuracy of the SVM and reducing computational 

complexity by using a few good samples 

#3 1.265 

it requires the proportion of positive and negative examples in the 

test data be close to the proportion in the training data, which may 

not always hold, particularly when the training data is small 

To improve the accuracy of data classification of test data even if the 

number of training data is small 

#4 1.211 
the unbalanced knowledge sources shared by human beings and a 

computer system 

To provide an experience transmission system making it possible to 

mutually share experiences of human beings 

#5 1.110 

OSN data come with no annotations, and it would be impossible 

to manually annotate the data for a quantitative analysis of self-

disclosure 

To provide an annotation data analysis technology of determining 

whether an annotation added to data relates to content of the data or 

not 

 

In the conventional sentence extraction from scientific 
articles and patents, such clue words must be manually 
collected in advance. However, this process is time-consuming 
and it is difficult to collect all clue words from thousands of 
documents. In addition, it can be difficult to determine whether 
a clue word indicates a problem. From Table I, we can confirm 
that the evaluation scale in the proposed problem/non-problem 
classifier exceeds the existing model [59]. The pre-learning 
attention mechanism classified documents in context to see if 
the clue words indeed correspond to a problem. This suggests 
that sentence classification in the proposed model is performed 
better than through the Word2Vec approach, which examines 
only the words before and after the clue words. In Table III five 
sample sentences are presented, all using the “problem to be 
solved” as a clue word from the abstract information in the 
patent data. It can be seen that each patent shows the objectives 
to be addressed, such as the slow computation speed 
(CN106447032A) and the desire to reduce the number of 
sensors without decreasing the precision (JP2000187504A). 
Table IV outlines the top 10 clusters resulting from these patent 
issue statements using Ward’s method. Especially after the 
second cluster, the focus is on relatively specific tasks, 
indicating that the clustering of task sentences has been 
performed properly. In the dendrogram shown in Figure 2, the 
top 10 clusters are scattered, therefore, it is reasonable to 
understand that the top 10 clusters capture an overview of the 
issue awareness in the field. The third, fourth, and fifth clusters 
are close to each other. It can be seen from the keywords that 
both 4 and 5 are close in terms of knowledge and 3 and 5 are 
close in terms of extraction. From this dendrogram, it is 
possible to read the similarity of awareness of each other's 
issues. 

Similar problem statements between article and patent texts 
(Table V) are discussed below. 

Pair #1: The article phrase was extracted from the following 
complete sentence: “A more serious limitation is that the 
present framework can handle only one anchor point (the 
question term) in the candidate answer sentence,” which comes 
from the section “Shortcoming and Extensions” of the paper 
“Learning Surface Text Patterns for a Question Answering 
System” [72]. This article examined an open-domain question 
answering system. The patent JP2011002872A has the most 
semantically similar problem sentences. This patent also refers 

to a question answering device and is related to interviewing 
problems stemming from human interviewers needing a 
sophisticated, adaptable interview technique. It is described as 
an effective way for handling multiple questions and extracting 
respondents’ true intentions in an interview by flexibly 
changing question order and depth according to the flow of 
conversation with respondents. Based on the aforementioned 
problem, the invention proposes a mechanism for estimating 
topics of interest to respondents and presenting question 
candidates. In the scientific article problem sentence, the 
problem is that the machine making the question can only use a 
single viewpoint. Although viewpoints vary depending on 
whether the subject asking questions is a machine or human, 
the information in the patent publication could provide 
inspiration for solving the scientific problem. 

Pair #2: The article phrase was extracted from “The real 
drawback is the computational complexity of working with 
SVMs [Support Vector Machines], thus the design of fast 
algorithm is an interesting future work,” describing a limitation 
of the paper titled “Semantic Role Labeling via Tree Kernel 
Joint Inference” [73]. This sentence was described at the end of 
the conclusion as a future topic of research of the paper. The 
patent JP2011039831A contributes to reducing SVM 
computational complexity. The title of this patent is “Re-
learning method for support vector machine,” which provides a 
re-learning method for SVM that can improve the accuracy of 
SVM and reduce the computational complexity by using a 
small number of high-quality samples of SVM for re-learning. 
While the patent itself was published in the 2011 Public 
Gazette, the applicant had published a basic patent titled 
JP200421590A—“Re-learning method for support vector 
machine”—in 2004. This suggests that it is possible to solve 
the problems described as future work in a scientific paper 
published in 2006 through the industrial-technical level at the 
time. In other words, this finding indicates that science does not 
necessarily anticipate technology as represented by the linear 
model.  

Pair #3: The article phrase was extracted from “One 
drawback of his algorithm is that it requires the proportion of 
positive and negative examples in the test data be close to the 
proportion in the training data, which may not always hold, 
particularly when the training data is small,” from the paper 
“Semi-supervised learning for semantic parsing using support 
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vector machines” [74]. This sentence points out imbalanced 
data in the estimation algorithm proposed in [75]. In general, it 
is desirable that the data sizes of positive and negative 
examples are balanced in machine learning, especially for 
small datasets. The problem sentence of the corresponding 
patent, JP2002133389, proposes a method for improving the 
accuracy of data classification for test data even when the 
amount of training data is small. The paper was published in 
1999 and the patent application in 2000. The imbalanced data 
problem was discussed in the artificial intelligence field around 
2000. This pair is a good example of the information available 
at that time that could have been extracted by inter-domain 
knowledge-sharing and contributed to problem-solving. 

Pair #4: The article phrase was extracted from “The 
bottleneck in Artificial Intelligence is the unbalanced 
knowledge sources shared by human beings and a computer 
system” in the paper “Latent Features in Automatic Tense 
Translation between Chinese and English” [76]. The paragraph 
with this sentence points out that the data that can be input into 
artificial intelligence mechanisms constitute only a small part 
of the data human beings can manage. The corresponding 
patent, JP20033233798A, provides a system for sharing human 
experience. At first glance, it seems the only common terms are 
“human being” and “system.” However, the problem at the 
core of this patent is that feelings and experiences cannot be 
sufficiently conveyed through the Internet using only text-
based document data. Although the context is different, 
common to each problem are abstract concepts, including 
insufficient data.  

Pair #5: The article phrase was extracted from “The 
challenge with such analysis is that OSN [Online Social 
Network] data come with no annotations, and it would be 
impossible to manually annotate the data for quantitative 
analysis of self-disclosure” in a paper titled “Self-Disclosure 
Topic Model for Twitter Conversations” [77]. This problem 
sentence points out the difficulty of annotating self-disclosure 
information on OSNs. Data analysis of OSNs such as Twitter 
had just begun at the time the article was written. This problem 
sentence appeared in the abstract and turned out to express the 
essential problem highlighted by the paper. The problem 
indicated by the corresponding patent JP2010237864A is that 
the annotation in such social annotation services contains much 
information unrelated to the essence of the content, so it is 
necessary to remove it. As to why this pair was extracted, it is 
clear that “annotation” is a common word in each sentence. It is 
also interesting that the common issue of social service was 
unintentionally extracted. Even though the word “social” does 
not appear in the patent problem sentence, the common context 
can be extracted. Thus, a patent published in 2010 dealt with a 
technical problem that would have provided a clue to the 
essential problem highlighted by a paper published in 2014. 

Although such an evaluation must be qualitative, we 
confirmed in several pairs that certain knowledge is likely to be 
obtained from a patent whose problem corresponds to one 
raised by scientific research. 

V. CONCLUSIONS 

Science and technology research involves the exploration 
and exploitation of knowledge. Scientific research strongly 
emphasizes “exploration” in the pursuit of new knowledge, 
while industrial technology has strongly emphasized the 
“exploitation” of the existing knowledge. However, it is natural 
in complex innovation processes that scientific knowledge 
involves new exploration through the exploitation of industrial 
technology. Gardner [78] defines four concepts regarding the 
relationship between science and technology: 1) the 
“demarcation view” when both are considered independent, 2) 
the “idea state view” when science development precedes 
technology development, 3) the “materialist view” when the 
technology development precedes science development, and 4) 
the “interaction model” when science and technology develop 
interactively. 

In this study, we demonstrated the practicality of extracting 
problem sentences based on a language model and thus linking 
scientific and industrial knowledge. We collected data from 
scientific articles and patent publications related to information 
science (the natural language processing field). We proposed a 
model to extract problem-related phrases and confirmed that it 
shows higher performance than the existing models, especially 
for scientific articles. Clustering was performed on each 
extracted problem sentence for both scientific articles and 
patent publications to categorize and map these problems. By 
determining the similarity between the paper and patent 
problem sentences, we extracted pairs with the same problem 
consciousness. After examining some of the pairs with high 
similarity, we could understand not only the reason for the 
common words but also the essential background of the 
problem. This approach showed the possible insight to be 
gained that would be difficult to obtain with only a keyword 
search.  

This research has several limitations. First, we did not fully 
consider the publication year of each of the papers and patents 
included in this study. For example, in Pair #3, the scientific 
article was published in 2006 and the patent in 2011. Thus, the 
patent presents information five years after the problem was 
described in 2006. In particular, knowledge is updated quickly 
in the information technology field and information becomes 
obsolete in about a year. We think this issue can be addressed 
by taking related information from documents published in the 
same year. For this, a sufficient dataset is required. We did not 
deal with this issue in this study, but it is essential for future 
work in this area. There is also room for improvement 
regarding the length mismatch of extracted problem sentences. 
Information from some articles is extracted as phrase units, 
while patents have relatively long sentences, which would not 
be appropriate to compare. We also want to improve the 
method of calculating similarity. Since a common word string 
is obtained for both sides, this gives a high degree of similarity, 
so it is arguable whether word-based extraction is necessarily 
appropriate. To capture a problem’s essence, a good approach 
may be to consider the similarity of collocations with a series 
of functions represented by SAO as shown in Section I.  

Although there are several points to be improved, this 
research makes an important contribution. It developed a 
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practical model for identifying problem sentences from 
scientific papers and a method of utilizing the perspective of 
technology management. We showed the possibility of solving 
problems in scientific research by finding issues common to 
both science and industrial technology. Identifying issues in 
science also contributes to the identification of important 
research topics, which can lead to insights into scientific trends. 
In addition, by clarifying the problems in industrial technology, 
it is possible to identify future targets for business.  
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