
Engineering, Technology & Applied Science Research Vol. 12, No. 1, 2022, 8033-8038 8033 
 

www.etasr.com Salamh & Akyuz: A Novel Feature Extraction Descriptor for Face Recognition 

 

A Novel Feature Extraction Descriptor for Face 

Recognition 
 

Ahmed B. Salem Salamh 

Material Science and Engineering Department 
Kastamonu University 
Kastamonu, Turkey 

nuclear_2010@hotmail.com 

Halil Ibrahim Akyüz 

Computer and Teaching Technologies Education Dpt. 
Kastamonu University 
Kastamonu, Turkey 

hakyuz@kastamonu.edu.tr

Abstract-This paper presents a new feature extraction technique 

for face recognition. The new model, called multi-descriptor, is 

based on the well-known method of local binary patterns. It 

involves many different neighborhoods of the central pixel. Its 

unique advantage is that this descriptor allows the use of 

different neighborhood sizes instead of only one point. This 
structure ensures reasonable effectiveness and also provides the 

possibility to obtain a different distribution of features. Based on 

the new descriptor, a face recognition model using the pairwise 

feature descriptor based on the proposed descriptor was 

developed in this work, and local binary patterns were created to 

investigate the similarity and dissimilarity between the two 

models. For both models, the training was done using the support 

vector machine method on different face databases to overcome 

face recognition problems such as camera distance, expression, 

large head size, and illumination variations. The proposed 

technique achieved perfect accuracy on almost all tested 
databases including the Extended Yale B and Grimace database. 
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I. INTRODUCTION 

Face recognition has been intensively researched and 
developed to introduce models that lead to more accurate 
results [1]. The great importance of face recognition lies in the 
identification and authentication, especially in security and 
registration systems. The main idea in any recognition 
technique is to interpret the physical characteristics of the 
object to be recognized [2]. Biometric recognition is widely 
used. Face recognition outperforms fingerprint and iris 
recognition [3]. Most problems in face recognition usually 
involve pose, scale, orientation, illumination, and facial 
expression. Over time, numerous methods have been proposed 
to solve these problems [4]. Moreover, constrained and 
unconstrained environments have become complicated due to 
different lighting conditions, pose, occlusion, and distance from 
the camera [5]. Different angles and illuminations affect facial 
features as the physical characteristics of the human face 
change [6]. There are many methods that have been used for 
face recognition under different illumination conditions during 
the last decades [7]. The performance of the recognition 
techniques has achieved significant results under controlled and 
uncontrolled environments such as under illumination and pose 

variations, which are challenging situations. Variations in the 
illumination of the face images occur when the light source is 
at different angles to the direction of the face [8]. Moreover, 
face recognition accuracy and recognition time are two major 
factors that affect the quality of face recognition algorithms [9]. 
Deep learning has been developed with higher accuracy and 
complex structure, but common deep learning techniques 
require large databases, much computation time for training, 
and high power consumption. 

Deep learning, local features, and geometric techniques are 
used in facial feature extraction. The function of facial feature 
extraction is to identify facial features such as structure, size, 
and shape of the facial image after face recognition. Features 
such as nose, mouth and eyes or geometry calculations, 
represent the face. Feature based descriptor techniques have 
been successfully used for face recognition due to their 
robustness, efficiency and simplicity. Scale Invariant Feature 
Transform (SIFT) [10], Local Binary Patterns (LBP), and 
Histogram of Oriented Gradients (HOG) [11] in combination 
with Nearest Neighbors, Support Vector Machine (SVM) 
technique are used for person recognition [12]. The LBP 
technique, was proposed in [13] for texture description and has 
the advantage of being robust and simple. LBP continues to be 
used for face recognition as it gives very good results compared 
to other techniques, while it has improved its performance 
many times over [14]. Moreover, with the increasing use of 
machine learning techniques, researchers have integrated 
algorithms such as LBP and ensemble ad boosted strategy to 
achieve accurate results in face recognition. Moreover, the use 
of more than one strategy, for example LBP and Gabor wavelet 
filter, for feature extraction has led to better results, and the 
integration of different techniques is said to give much better 
performance. LBP describes smaller details of appearance, 
while Gabor processes the structure of faces over a wider range 
of scales [15]. LBP is recognized as a powerful feature 
extraction method for face recognition and texture 
classification [16]. LBPH uses a histogram by dividing the 
cropped face image blocks and counting the histogram for each 
block by integrating the histogram blocks to introduce the final 
feature vector. The LBPH process is applied to each face image 
to represent vectors for each image and finally compare the 
tested face vector with the total trained vectors to compare two 
face images [17]. In the field of face recognition, there are 
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many face databases with different features, and selecting the 
databases that are suitable for evaluating the new technique is 
challenging. In this work, most face recognition problems were 
considered. To ensure the diversity, 6 databases were selected 
for the evaluation of the algorithms. The derivation is based on 
the mathematical theory derived from the equation for local 
binary patterns to achieve perfect accuracy in face recognition. 
For this purpose, different descriptors were used to extract 
features, to calculate the histogram for each descriptor, and to 
generate a pair of feature vectors considering the proposed face 
recognition model. 

II. METHODOLOGY 

In this part, the combination of multi-descriptor and SVM 
is presented in detail. In this work, known databases have been 
used to evaluate the performance of descriptors while ensuring 
the diversity of data. Each database contains a different number 
of subjects. Each subject is called a class and is denoted by C. 
The number of subjects in each database is different. For each 
class, there is a different number of samples, denoted by S. The 
face databases contain a variety of features. The databases used 
in the study were cropped and reformatted into images of 
128×128 pixels. 

III. THE PROPOSED METHOD 

Appearance based feature extraction works on representing 
facial details. It stands out for its efficiency, accuracy, and 
robustness. The initial LBP method simply works by threading 
central pixels of 3×3 neighborhoods to binary encode the value 
of the central pixel. The value of the central pixel is denoted by 
gp and its 8 neighbors by gc [18]. Subtracting (gp-gc) gives a 
negative or a positive value. The resulting value is encoded to 0 
if it is negative and to 1 otherwise. Finally, the binary code is 
converted to decimal value to represent the feature. The main 
functionality of the proposed feature extraction based on 
appearance considers the mean value as a threshold value and 
compares it with the 8 neighboring values to generate a new 
value, which represents the new value as a feature. The 
advantage of multi-descriptor models MD1 and MD2 is that 
they generate distinguishing features by determining the value 
that describes the facial image. The proposed technique starts 
by introducing a new mathematical equation to describe the 
facial structure in different distributions as shown in Figure 1, 
by comparing 8 neighbors with the mean value in a gray scale 
image representing the value from 0 to 255 pixel intensity. The 
variety of x values is to ensure the distribution of the data, that 
is, the values of x8 and x0 are variable depending on the 
application. The application of the multi-descriptor equations 
(1)-(3) to the original images of the Extended Yale B database 
is shown in Figure 2. The results are shown in Figures 3-4. 

MDN � �x�f	g� � g
� �		
�∑ 	������� f	g� � g
��� ∗ 2.55���

��     (1) 

F(x) = !New	value				if	X	 * 0,			
0																		otherwise.		     (2) 

F(x) = !New	value				if	X	 2 0,						
0																		otherwise.							    (3) 

 
Fig. 1.  Multi structures of descriptor. 

 
Fig. 2.  Some samples per person with illumination variation from the 

Extended Yale B database. 

 
Fig. 3.  Samples from the Extended Yale B produced by the MD1 model. 

 
Fig. 4.  Samples from the Extended Yale B produced by the MD2 model. 

IV. SUPPORT VECTOR MACHINE 

Machine learning has become a desirable technique in most 
areas of recognition. One of these techniques is SVM. SVM is 
a supervised learning algorithm for handling regression and 
classification problems, which performs classification by 
finding a hyperplane that can separate two classes. In this 
paper, SVM [19] is used to databases which are divided into 
two categories, training and testing, to perform classification. 
SVM uses Error-Correcting Output Codes (ECOC), binary 
classification, and an ensemble method for multi-class 
classification problems. Two methods used in ECOC are one 
against one and one against all, which was used in this work. 

V. FACE RECOGNITION WITH MULTI-DESCRIPTOR 

Figure 5 shows the overall architecture using a multi-
descriptor model for classification consisting of two main parts, 
namely a training set and a test set. The same model was used 
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for face feature extraction to represent the face structure. Multi-
Descriptor one (MD1) has different parameters than Multi-
Descriptor two (MD2). Based on the flexibility of the derived 
equation, it was explained how to generate facial features. The 
MD1 uses a value of x8 equal to 50 and x0 equal to 0 and the 
MD2 uses a value of x8 equal to 60 and x0 equal to 0. 
Together, they brought different representations of facial 
images. The evidence of the differences between MDN and the 
pair-LBP model is doubted. For this reason, a new LBP 
architecture for face recognition was introduced, as shown in 
Figure 6. The classification of both models was conducted with 
the use of SVM. 

VI. PERFORMANCE EVALUATION 

To compute and evaluate the performance of face 
recognition models using machine learning techniques, the 
most commonly used metrics [20] are defined in this work as 
follows: 

For all matrices, consider P as the number of positive 
samples, N as the number of negative samples, T as True, and 
F as False. 

Accuracy (ACC) is an indicator used frequently to measure 
classification performance. 

ACC � 	 56758
56758796798		    (4) 

Sensitivity or True Positive Rate (TPR) reflects the samples 
positively classified in the total number of positive samples, 
also known as actual positive samples. 

TPR � 56
56798     (5) 

Positive Predictive Value (PPV) or precision indicates the 
proportion of positive samples classified correctly in the total 
number of positive predicted samples. 

PPV � 56
96756    (6) 

F-measure or F1 score reflects the harmonic mean of 
precision and recall. The value of F1 is ranged from 0 to 1. 
High values of the F-measure indicate high classification 
performance. 

F1 � @56
@56796798    (7) 

 

 

 
Fig. 5.  Face recognition architecture using the multi descriptor model. 
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Fig. 6.  Face recognition architecture using the local binary pattern model. 

VII. FACIAL RECOGNITION DATA 

The Yale face database consists of 15 subjects with 11 
images taken under different conditions for each class, giving a 
total of 165 grayscale images [21]. Extended Yale B has 28 
classes, with each class containing 9 poses and 64 illumination 
conditions for a total of 16128 face images [22]. The 
University of Essex has introduced 4 folders of data (Faces94, 
Faces95, Faces96, and Grimace) [23]. The total face database 
contains 395 faces of people of both sexes with 20 images for 
each subject. It contains photos of people from different ethnic 
backgrounds, mainly first-year university students. Most of the 
subjects are between 18 and 20 years old, while there are also 
some older subjects. Some persons wear glasses or have 
beards. 

TABLE I.  SUMMARY OF FACIAL RECOGNITION DATASETS 

Dataset Number of subjects Number of images 

Yale 15 165 

Extended Yale B 28 16128 

Faces94 152 3060 

Faces95 72 1440 

Faces96 72 3013 

Grimace 18 360 

 

VIII. RESULTS AND DISCUSSION 

Figure 7 presents the performance of the two models. Both 
show good performance in terms of sensitivity, precision, and 
F1 score and excellent results on the challenges encountered in 
each database, especially when the subject moves during the 
acquisition of the image.  

 

 
Fig. 7.  Multi-descriptor and LBP performance comparsion using 

sensitivity, precision, and F1 score. 

Figure 8 shows the accuracy of the MD and the LBP 
models. Both models showed excellent performance, with the 
proposed MD either coming close or outperforming the LBP.  
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Fig. 8.  Performance comparison of the MD and the LBP models for face 

recognition. 

The results show that the new descriptor, which uses a new 
feature extraction equation, is more efficient on different poses, 
illuminations, facial expressions, and glasses, than the LBP 
model. This means that the new model is suitable to face the 
challenges of face recognition and other tasks when feature 
extraction is required for description, verification, and 
identification. The descriptor was tested and verified on several 
face images in the first part, which clearly shows how well it 
can describe face details. This is very important and shows the 
ability to represent all the features of a face. The new descriptor 
may contribute to the recognition of other tasks, such as 
covid19, retinal vessels, and texture classification, which we 
plan to study in the future. 

IX. CONCLUSION 

This paper presented a new feature extraction model called 
multi-descriptor (MD) model. A key finding was the use of the 
derived equations to describe facial features with pair technique 
and different distribution. The technique was developed for 
face feature extraction, but is certainly suitable for most other 
types of texture description with more descriptors. The 
classification for face recognition was performed using SVM. 
The proposed descriptor outperformed the LBP model in 
Extended Yale B, Face94 and Grimace databases, having 
accuracy of 99.437%, 98.814%, and 100% respectively. This 
shows that the proposed descriptor is completely different from 
the conventional LBP and improves the recognition accuracy 
of faces and handles perfectly the challenge of poses, 
illuminations, expressions, face position, and camera distance. 
Combinations of MDN and LBP models with different 
structures and distributions of data could be used in future 
work. 
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