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Abstract-Vast amounts of data are transferred through 

communication networks resulting in node congestion, which 

varies according to peak usage times. The Glowworm Swarm 
Optimization (GSO) algorithm is inspired by the rummaging and 

courtship behavior of glowworms. The glow intensity of 

glowworms is a measure of fitness that attracts other glowworms 

in its neighborhood. This work applies the GSO algorithm to the 

computer network congestion problem in order to lessen the 

network burden by shifting loads to the fittest neighborhood 
nodes, thereby enhancing network performance during peak 

traffic times, when the response of systems on the network would 

go down. The proposed solution aims to alleviate the burdened 

nodes, thereby improving the flow of traffic throughout the 

network, improving the users’ experience and productivity, and 

efficiency. In this paper, three swarm algorithms, namely Particle 

Swarm Optimization (PSO), Cuckoo Search (CK), and GSO have 
been employed to solve the network load balancing problem. The 

results produced by GSO show improvement of 71.17%, 74.14%, 

and 84.15% in networks consisting of 50, 100, and 200 nodes in 

peak hour load, while PSO shows 13.87%, 11.75%, and 23.72%, 

and CK 10.61%, 3.19%, and 6%. The results prove the superior 
performance of GSO. 

Keywords-network congestion; load balancing; GSO; 

throughput; swarm intelligence   

I. INTRODUCTION  

The decentralized computer network system is a mixture of 
heavily and lightly loaded nodes, with the heavily loaded nodes 
becoming bottlenecks, thereby reducing traffic flow rate, 

causing system sluggish response on the networks. Load 
balancing addresses this issue to improve the network 
throughput by routing packets to adjacent edges having lesser 
traffic load. It enables the reasonable distribution of resources 
on computer networks and thereby a more efficient utilization 
of resources. The network burden at an edge depends on the 
queue of tasks that need to be processed through that node. The 
queue length is related to the response time of the jobs and is 
an important indicator of load burden on a computer network 
[1]. 

The effectiveness of conventional algorithms for load 
balancing in computer networks (such as the round Robin task 
scheduler and least connection [2]) will be adversely impacted 
due to the explosive increase of data coming from mobile 
devices or tablets. Data usage is expected to soon exceed 142 
Exabyte a month [3]. Additionally, it is estimated that there 
will be 57.7 billion electronic and IoT devices linked to the 
Internet by 2023 [4]. All these devices will link to the network 
via technologies like 2G, 3G, 4G, LTE,5G and Machine-to-
Machine (M2M) with wireless options like Bluetooth, Wi-Fi 
and Zig-Bee. Various approaches have been used to address 
this problem. 

The meta-heuristic approach to optimization problems, such 
as the use of nature-inspired algorithms [5], has attracted the 
attention of researchers. The term Swarm Intelligence was 
introduced by Benni and Wang in 1989 in the global 
optimization framework of cellular robotics [6]. Swarm 
Intelligence follows the distributed methodology of governing 
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of work in chronological direction. This strategy is motivated 
from the behavior of ants searching for food in collaboration in 
appropriate order with nest mates. A swarm is an enormous 
group of homogeneous agents that are locally interacting 
among themselves. There is no central control and they are 
globally distributed in a decentralized manner. The idea of Ant 
Colony Optimization (ACO) algorithm comes from the 
movement of Ants foraging for food and its delivery into the 
nest [7-9]. The ACO is applied for finding the shortest route by 
emitting chemical substances (pheromones), updating the 
following path, therefore all ants move like a trail bridge. It is 
applicable in the travelling salesman problem for calculating 
the optimal path among different cities. A novel approach of 
Particle Swarm Optimization (PSO) was introduced in 1995 
[10, 11] which is inspired from flocks of birds and schools of 
fish and their social behavior. The PSO is used for accessing a 
target with minimal duration by updating the particle's current 
velocity and position from its neighborhood. The Artificial Bee 
Colony (ABC) algorithm's [12] inspiration is the behavior of 
honeybees foraging foods to make honey in a nest. It transfers a 
message to its nest mate with the help of a wiggle dance. The 
Cuckoo Search (CK) algorithm is based on the cuckoo bird’s 
life and breeding scheme [13]. Glowworm Swarm 
Optimization (GSO) is investigated in this paper with regard to 
network load balancing. The idea is to mitigate the traffic load 
burden during peak hours using a meta-heuristic approach 
about network optimization in IoT. Due to increasing massive 
amounts of data traffic on computer network the decentralized 
approach is attracting the researchers’ attention. The main 
objective of load balancing method is to allocate the traffic load 
uniformly dispersed to achieve best performance on 
homogeneous and heterogeneous data networks. Load 
balancing is used to enhance user fulfillment, better utilization 
of resources, execution time, and waiting time of task coming 
from several locations/nodes. To do this, a load balancer needs 
to be able to predict the load on those edges having lesser 
amounts of traffic. It can be a static or sequential distribution of 
tasks among the machines in the neighborhood. One drawback 
is that all nodes can become overloaded. A dynamic technique 
in swarm intelligence based approach, such as ACO, is one in 
which data would be segregated on to those nodes that are 
having the highest amount of pheromone evaporation created 
as a path. The ants find the shortest route to achieve traffic in 
minimum amount of time. The Honey Bee in ABC uses 
another approach to optimize traffic on the optimal path. The 
main strategy for finding food location, to pass the message to 
other nest mates is by a waggle dance to find good food 
sources. 

In both wired and wireless media, network packets are 
moved between nodes by routing. Routing techniques are of 
two types: static and dynamic. Routing can be based on 
centralized or decentralized techniques. In the centralized 
method all nodes are linked into a star configuration [14]. 
Compared to decentralized systems, centralized systems do not 
require replication. However, the disadvantage is that when the 
midpoint of a star network is down, the entire network becomes 
detached. The swarm intelligence algorithms follow the 
decentralized scheme of operation. The GSO algorithm is 
based on multimodal functions to find a set of local optimal 

solutions. Applying the analogy of glowworm behavior to 
communication networks, the network traffic can be shifted to 
neighborhood glowworm nodes having the highest luminance 
levels [15, 16]. 

Large quantities of data from diverse devices and 
applications traverse through a network. Network optimization 
has benefits such as faster information rate, information 
recovery, and elimination of redundant records enabling 
perceptible improvement in load balancing which plays a 
crucial role in network performance. The goals of this 
investigation are: 

• To reduce the queue length and thereby divert network 
traffic to adjacent lighter loaded nodes which in turn would 
improve network performance.  

• To increase the throughput and decrease response time and 
delay in network systems through the application of GSO. 

• The comparison of load balancing via GSO and other 
nature-inspired algorithms. 

Load balancing is a mechanism that distributes a fair 
allocation of resources among the network nodes. Load 
balancing methods can be implemented either in hardware or in 
software. In hardware balancing, there are four layers in a 
computer network. Switches offer server redundancy and load 
balancing. Software balancing is used to calculate usage and 
allocate resources. Furthermore, load balancing can be static 
and dynamic. In static load balancing, the predictable load is 
segregated among nodes which are connected directly or 
indirectly to the network. Dynamic load balancing is used to 
deal with unpredictable load which can be adjusted on various 
conditions of homogeneous and heterogeneous data passing 
through hybrid networks. Static load balancing utilizes the 
surveying strategy (the round Robin approach). The technique 
disperses data sequentially to each designated host, however it 
can be unbalanced among various virtual machines during data 
distribution [17]. The dynamic load balancing method is 
primarily based on the associated task, processing time and 
computational cost of each server that decide the distribution of 
information in order to acquire the processing time for the 
tasks. It will lead to uneven server distribution. It can be 
classified into several sub groups [18-22]. 

Data traversing through the computer network for 
choosing the shortest routes is highly beneficial when the data 
delivery is more important than the overall network lifetime 
[23]. For minimizing network traffic, uniform load balancing 
is used to maximize network throughput and reduce queue 
length [24]. For segregating network traffic, the sub-network 
load balancing approach, which is constructed on the greedy 
growing method is developed with strong emphasis on 
utilizing the on-board batteries of the sensor nodes effectively. 
It is the best approach for transferring traffic on neighboring 
nodes [25]. A biased energy and haphazard movement based 
technique [26] spreads the network traffic among multiple 
routes in the resource constraint environment. A tree-based 
load balancing method is introduced, where a leaf of a tree or 
child node finds one of its parent nodes [27]. The different 
parameters, i.e. packet delivery, packet loss, and energy 
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consumption are considered when transferring packets from 
start to end node. A stochastic distributed approach based on 
node settlement and load optimization approach is proposed in 
[28] to balance the energy consumption through the network. 

II. LOAD BALANCING PERFORMANCE MEASURES 

The performance of load balancing is measured by the 
following parameters: 

• Throughput: The number of packets transferred per unit 
time span. The performance of computer network is 
enhanced if throughput is maximized. 

Throughput =

���	�������

����
	    (1) 

• Fault Tolerance: Recovery from state when a process is 
abnormally disconnected or in failure mode. 

• Migration Time: it is the period required to transfer packets 
from a source node to the destination node. 

• Traffic Reduce Rate: The traffic rate is calculated as the 
total reduction in traffic divided by the total data packets 
transferred from that node multiplied by 100.  

Traffic	Reduce	Rate =
�������_������

���� _�������
	x	100    (2) 

• Response Time: The total time-to-live when transferring a 
packet from one node to another. It is minimized with 
increase in throughput. 

Response	time =
'

�(���)(*��
    (3) 

• Queue Length: The unprocessed tasks are accumulated into 
a waiting stage. It is processed for decreasing accumulated 
task to improve response time and maximizing throughput. 

+,-. = +,-. + 	0	,-. −	
23

45
    (4) 

where 0,-. is the predictable amount of requests allocated to 
server m in T interval, 6μ/9: is the mean of the new arrival 
request in the time interval that the server is continuously in 
busy state. 

III. GLOWWORM SWARM OPTIMIZATION ALGORITHM 

A glowworm has the ability to spread randomly in a search 
space. It is attracted to the glowworm with the highest glow 
intensity in its neighborhood [29]. Each glowworm broadcasts 
its glow intensity and is attracted to its neighbors on the basis 
of a fitness function. The glowworm moves towards the 
neighboring glowworm having the most glow intensity. The 
fitness is proportional to the function being optimized. 

IV. STEPS OF THE GLOWWORM SWARM OPTIMIZATION 

ALGORITHM 

The steps of GSO algorithm are depicted in Figure 1. On 
initialization, all glowworms contain the same amount of 
Luciferin lo. Every cycle of the algorithm passes through three 
stages: Luciferin modify stage, association stage, and 
community array update stage. The Luciferin modify stage 
denotes the function assessment at the glowworm position. 

Every glowworm updates its level from its prior Luciferin 
level: 

li (t + 1) = (1−ρ) li(t) + γ J (xi (t + 1))    (5) 

where li(t) denotes the Luciferin level of the i
th glowworm at 

time t, ρ represents the Luciferin degeneration variable (0 < ρ < 
1), γ is the Luciferin enhancement variable, and J(xi (t)) denotes 
the cost of the objective function or the prior level of Luciferin 
of the i

th
 glowworm at time t. 

 

Initialize n (number of glowworms)

Stages of Glowworm Life Cycle

Solve the Objective function for updating the 

Luciferin level

Find glowworm in its neighbourhood

Calculate the Probability and update the 

Movement

If iteration is not maximize

 then repeat cycle

No

Output

Yes

Start

 
Fig. 1.  Stages of GSO. 

In the Movement period, each glowworm determines the 
probability to move in the direction where an adjacent 
glowworm has Luciferin quantity greater than its own, so the 
glowworm would move towards where the intensity of the 
radiance is the highest. The probability of moving towards a 
glowworm at the adjacent jth position is given by: 

;<=	,>. 	=
?@,�.	A	?B,C.

∑	E∈	GB,C.			?E,C.	A	?B,C.
    (6) 

where j ∈	Ni(t), Ni(t) = {j: dij(t) < ri
d(t) ; H<,>. < H=,>. (t)}  at 

neighborhood of glowworm i in time span t, dij(t) the 
Euclidean distance between glowworms i and j in time span t, 
and ri

d(t) indicates the adjacent array related to glowworm i in 
time span t. So, the glowworm i selects a glowworm j  ∈	Ni(t) 
with Pij(t). The prototype for the glowworm arrangement [30] 
is specified as: 

I<,>	 + 	1. = I<,>. + ,	
JB,C.	A	J@,C.

||JB,C.A	J@,C.||
.	          (7) 

where yi(t) ∈ R
m is the position of glowworm i in time span t in 

the m-dimensional real space Rm, ||.|| represents the Euclidean 
norm operator and s > 0) is the step size. 

In the neighborhood range update stage, each glowworm i 
has a neighborhood in its radial range r

i
d  ( 0 < r

i
d <= rs), where 
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rs is the glowworm sensor range. Each glowworm's 
neighborhood range is updated as: 

rid(t) (t + 1) = min { rs, max { 0, r
i
d(t)  + β (nt−|Ni(t)|) }    (8) 

where β is a constant and nt is the number of neighbors. 

V. MULTI-MODAL FUNCTIONS 

The multi-modal function is a branch of optimization 
concerned with finding good solutions. It is defined as a 
function having multiple local optima. A local optimum is a 
solution which is better than all its neighboring solutions. 
These functions also have multiple global minima scattered 
throughout the search space. It is also defined as a statistical 
distribution of values with multiple peaks. 

The GSO algorithm captures the multiple optima of the 
multi-modal optimization function [31]. In the context of load 
balancing on computer networks, the traffic is shifted towards 
either balanced or under loaded nodes. These problems are 
introduced for continuous data of equal (balanced nodes) or 
unequal (under loaded and over loaded nodes) peaks. The cases 
considered for multi-modal function during peak times of 
traffic are: unequal peaks, equal peaks, and peaks of concentric 
circles located at irregular intervals. It is much more helpful to 
optimize data in computer networks when the response time is 
increasing with increase in queue length. Using the GSO 
algorithm, the network traffic can be shifted towards the path to 
the fittest neighborhood with the lighter traffic [32]. The 
problem is to find the local optima having equal and unequal 
values. The multi-modal function contains maximum and 
minimum number of traffic during the passage of data [33-35]. 

 

 
Fig. 2.  GSO Circle function: each glowworm is attracted to its 

neighboring glowworm. 

The multi-modal functions used in GSO regions are: (i) 
Rastrigin’s function, (ii) Circle function, (iii) Equal-peaks-A 
function, (iv) Equal-Peaks-B-function, and (v) Equal-Peaks-C-
function [36]. The Circle function is the most appropriate in 
application to load balancing. The Circle function contains 
multiple concentric circles as the region of local maxima is 
depicted in Figure 2. The concentric circles share the same 
center point, therefore circular lines of local peaks present an 
infinite-peak case unlike other multi-modal functions such as 
Rastrigin’s function, two dimension exponential function, and 
Gaussian distribution functions where the peak is located on a 
single point. The circle function is given as: 

LM,I', IO. =	 ,I'
O + IO

O.P.OR ((sin2(50,I'
O + IO

O.P.'))+1.0    (8) 

VI. EXPERIMENT 

This section presents the determination of load burden on 
computer network and the shifting of load towards neighboring 
nodes having lesser burden. It studies the performance of GSO 
algorithm and compares it with the performance of other 
nature-inspired algorithms such as PSO and CK. In the 
designed setup, all devices are connected from any location in a 
network and transfer data packets over it. The details of all the 
devices, such as device identification number, device name, 
and device geographical location is saved on the internet data 
repository [37]. The test model is depicted in Figure 3. 

 

Data generated by multiple sources

Network Analyzer

T-GSO Load Balancer 

SAN (Central 

Repository

Load Shifting via T-GSO Load Balancer connecting with multiple IoT Devices

Virtual Machines 1 to M

Physical Machines 1 to N

Internet cloud

 
Fig. 3.  Network topology of load balancing using T-GSO segregated on 

three layers. 

Users' requests are coming from a number of IoT devices. 
The requests are segregated onto virtual machines via a load 
balancer (T-GSO) and are finally saved in a central repository. 
The load is mitigating queue tasks to be fetched on priority 
basis with increased throughput, thereby minimizing response 
and latency times. Data pass through the GSO to find the 
Luciferin level and compute the fitness function given in (4). 
The glowworms find the fittest neighbor on the basis of 
probability, so they move data packets towards fittest neighbor, 
having highest value of fitness function. It selects the network 
packet and transfers it to the least congested nodes. The 
parameters of GSO, CK, and PSO set for the experiment are 
depicted in Tables I-III. These parameters can be further 
adjusted for tuning the performance of the system. Experiments 
were conducted for network configurations of 50, 100, and 200 
nodes. At the initial stage, data are extracted from a PRTG 
network monitoring tool configured on computer network for 
visualizing network traffic. The data are uploaded into the data 
repository. Then, the data are subjected to GSO, PSO, and CK 
algorithms and the performance is noted.  
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TABLE I. GSO VARIABLES 

 Parameter Fixed value 

ρ Rho 0.4 

γ Ghama 0.6 

s Sensor 0.03 

nt Neighborhood nodes 5.00 

lo Luciferin 5.00 

TABLE II. CK PARAMETERS 

 Parameter Fixed value 

npar Quantity of enhancement 100 

varLo Minimum value of band -5.0 

varHi Maximum value of band 5.0 

numCuckooS Initial quantity 5.0 

numNewCuckooS New quantity 0.0 

minNumberOfEggs Least quantity of eggs 2.0 

MaxNumberOfEggs Extreme quantity of eggs 4 

maxIter Highest repetitions 100 

knnClusterNum Quantity of clusters 1 

motionCoeff Lambda variable, default=2 9 

TABLE III. PSO PARAMETERS 

Parameter Fixed value 

Problem dimensions 2 

Number of Particles 5 

Inertia weight 0.729 

Cognitive weight 1.49445 

Social weight 1.49445 

 

VII. SIMULATION RESULTS AND DISCUSSION 

The performance results of GSO, PSO, and CK algorithms 
in terms of throughput and queue length are presented in this 
section. Figures 4-7 show the results of GSO. The result of the 
comparison of GSO with PSO and CK algorithms is depicted 
in Figure 8. The behavior of Fitness Function vs. the Number 
of Iterations is given in Figure 4. The less loaded node would 
have a high value of Luciferin level, therefore more data 
packets are delivered through this node. The load balancer 
routes data traffic towards neighboring nodes having higher 
Luciferin than its level. The Euclidean distance should be less 
than the radial sensor ranges of neighboring glowworm, e.g. 
from Table I, the radial sensor range is 0.22Mb/s therefore the 
highest probability of data packets shifted towards adjacent 
node (Node number 1). The number of iterations was computed 
for 358 time slots over 50, 100, and 200 nodes, and Luciferin 
level has stabilized at similar levels for all nodes (Figure 4) 
indicating load balanced over the nodes. 

The comparison of traffic data packets and optimum load 
(GSO-X, GSO-Y) is depicted for 50, 100 and 200 nodes. The 
trend shows that the node capacity is maximized which would 
be segregating a large number of data packets on the virtual 
machine, therefore the load is mitigated on a neighboring node. 
The incoming and outgoing data packets are 20Mb/s and 
13Mb/s. The load is optimized by T-GSO load balancer 
executing the iterations, thereby GSO-X and GSO-Y are 
16Mb/s and 15Mb/s in node 1. The proposed T-GSO scheme 
shows improved network throughput during peak traffic for 
networks of 50, 100, and 200 nodes. 

(a) 

 

(b) 

 

(c) 

 

Fig. 4.  Fitness Function vs. Iterations under (a) 50, (b)100, (c) 200 nodes 

(a) 

 

(b) 

 

(c) 

 

Fig. 5.  Data traffic vs. optimum load under (a) 50, (b) 100, (c) 200 nodes. 
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Considering Traffic-In and Traffic-Out, Figure 5 shows the 
traffic at nodes indicated at the start of the GSO algorithm. 
GSO-X and GSO-Y give the resulting position on completion 
of iterations of GSO algorithm. It can be seen that the input 
traffic at nodes was reduced and the output traffic was 
increased in the completion of the GSO algorithm. 
Furthermore, the number of nodes increased, the resultant load 
GSO-X, GSO-Y appear more balanced. 

Figure 6 shows queue length vs. iterations. The network 
performance depends upon important indicators of load 
balancing, such as the queued tasks that are to be executed on 
each node. If the queue processes are increased, the network 
throughput reduces, which may cause request timeout and time 
delay. Queue length is recorded on each node with respect to 
time. The queue length is reduced with the help of GSO 
algorithm for diverting traffic. The highest value of Luciferin 
level is corresponding with the minimum value of queue length 
on an adjacent node. The trend shows that the queue task is 
released when the number of nodes is increased, therefore 
network load was mitigated on adjacent nodes having 
maximum value of fitness function. 

 

(a) 

 

(b) 

 

(c) 

 

Fig. 6.  Queue length vs. load for: (a) 50, (b) 100, (c) 200 nodes. 

In GSO algorithm, each glowworm finds the optimal path 
where the glow intensity is maximum. The Luciferin level of 
that node is indirectly proportional to the traffic accumulated 
on the node. The highest Luciferin level on an adjacent node 
indicates the lowest number of data packets is delivered on 
every node. In Figure 7, at 10pm the Luciferin level is 3.1nm 
and Traffic-In and Traffic-Out are 1.94 and 0.2, which 

indicates inverse relation between fitness value and data 
bandwidth. The trend of the plot in Figure 7 shows that when 
the number of nodes increases, the Luciferin level is 
maximized, therefore the load is mitigated on that node. 

 

(a) 

 

(b) 

 

(c) 

 

Fig. 7.  Luciferin and data packets accumulated under: (a) 50, (b) 100, (c) 

200 nodes. 

(a) 

(b) 

(c) 

Fig. 8.  Comparison of Luciferin and data packets accumulated under: 

 (a) 50, (b) 100, (c) 200 nodes. 
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The performance comparison of GSO with PSO and CK 
algorithms for network load balancing is given in Figure 8. The 
results demonstrate the achievement of reducing node traffic in 
peak network usage periods. The GSO gave 71.79%, 61.17%, 
and 57.17% improved performance on 50 nodes, 74.14%, 
70.95%, and 62.38% on 100 nodes, and 84.15%, 78.14%, and 
60.42% on 200 nodes respectively, showing its superiority. 

GSO picks the fit neighborhood where the traffic is lighter 
and forwards traffic to under loaded and normal loaded nodes. 
The GSO algorithm worked as a distributed mechanism by 
decreasing response time and overhead in addition by 
increasing throughput to improve the performance. 

VIII. CONCLUSION 

The explosive growth of data on the internet from the 
increasing numbers of IoT and M2M devices has the impact of 
diminishing the network performance, efficiency, and data 
delivery. The results from this work show that nature-inspired 
meta-heuristic approaches can be applied to the network load 
balancing problem and model network traffic. GSO is a more 
recent algorithm than PSO and CK. From the study of 
performance comparison of these three nature-inspired 
algorithms on the basis of node queue length, throughput, and 
response turnaround time, GSO showed better performance 
over PSO and CK. The comparison of GSO with PSO showed 
improvement in traffic reduce rate by 13.87%, 11.75%, and 
23.72% for 50, 100, and 200 nodes respectively. Likewise, in 
comparison with CK, GSO improved the traffic reduce rate by 
10.61%, 3.19%, and 6.00% respectively. Furthermore, it 
appears that performance improvement is scaling with increase 
in nodes. The GSO algorithm therefore seems more suited to 
mitigating the load balancing problem. For future work the 
following are proposed: 

• Improvement of the GSO algorithm through study of 
different multi-modal functions depending on the basis of 
network topology.  

• The multi-modal function parameters would be studied to 
find setting for optimal performance in different traffic 
scenarios. 

• A hybrid model of GSO with another optimization 
algorithm such as the Genetic Algorithm. 
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