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Abstract-Breast cancer is a dreadful disease that affects women 

globally. The occurrences of masses in the breast region are the 

main cause of breast cancer development. It is important to 

detect breast cancer as early as possible as this might increase 

survival rate. The existing research methodologies have the 

problems of increased computation complexity and low detection 

accuracy. To overcome such problems, this paper proposes an 

efficient breast cancer detection and classification system based 

on mammogram images. Initially, the mammogram images are 

preprocessed so unwanted regions and noise are removed and the 

contrast of the images is enhanced using Homo Morphic 

Adaptive Histogram Equalization (HMAHE). Then, the breast 

boundaries are identified with the use of the canny edge detector. 

After that, the pectoral muscles present in the images are 

detected and removed using the Global Pixel Intensity-based 

Thresholding (GPIT) method. Then, the tumors are identified 

and segmented by the Centroid-based Region Growing 

Segmentation (CRGS) algorithm. Next, the tumors are segmented 

and clustered and feature extraction is carried out from the 

clustered tumors. After that, the necessary features are selected 

by using the Chaotic Function-based Black Widow Optimization 

Algorithm (CBWOA). The selected features are utilized by the 

Convolutional Squared Deviation Neural Network Classifier 

(CSDNN) which classifies the tumors into six different categories. 

The proposed model effectively detects and classifies breast 

tumors and its efficiency is experimentally proved by comparison 

with the existing techniques. 

Keywords-classification; feature selection; Chaotic Function-

based Black Widow Optimization Algorithm (CBWOA); 

Convolutional Squared Deviation Neural Network (CSDNN) 

classifier 

I. INTRODUCTION  

Cancer is one of the most challenging and fatal diseases 
worldwide. It is responsible for the loss of millions of lives 
every year [1]. The instances of growth of Breast Cancer (BC) 
amongst women in the age group of 30-40 years have increased 
significantly over the last few decades in India [2]. BC is one 
of the most frequent cancers in developed and developing 
countries [3]. BC starts when malignant lumps begin to grow 
from the breast cells [4]. Globally, BC is the second most 
common type of cancer and a major cause of human morbidity 
and mortality, disproportionately affecting women [5, 6]. 

However, according to [7], more than 30% of cancer cases will 
survive in the long term if they accept accurate early detection 
[7]. Therefore, early detection of BC is crucial for patients' 
health and treatment. Early detection relies on testing and 
examining the pre-presentation of any symptoms [8]. Any 
suspected breast lump or growth should be immediately 
checked by the appropriate medical professional, in addition to 
regular screening tests [9]. Mammography BC diagnostic 
methods include X-rays, CT scans, ultrasound imaging, etc. It 
is complicated for doctors to diagnose cancer based on 
mammogram images due to the complexity of premature BC, 
combined with the low brightness of mammogram images [10]. 
Thus, enhancing the detection efficiency via the CAD system 
of deep learning techniques is essential. 

II. LITERATURE REVIEW 

Authors in [11] developed an effective computer-aided 
diagnosis system for breast cancer. Feature weighting was 
employed because it boosted the classification performance 
more than feature subset selection. The results showed that the 
proposed wrapper method had a better ability to attain higher 
accuracy as compared to the existing techniques. The method 
had low specificity in breast cancer diagnosis. Authors in [12] 
explored an improved Computer-Aided Diagnosis (CAD) 
model for the classification of breast masses into the normal or 
abnormal and benign or malignant categories. It utilized Lifting 
Wavelet Transform (LWT) to extract the features from the 
region of interest in mammogram images. Finally, 
classification was performed using a combination of an 
extreme learning machine and Moth Flame Optimization 
(MFO-ELM) technique. The recommended CAD model 
obtained better performance and also, achieved minimum 
computational time as compared to other existing models. 
Authors in [13] proposed Multi-Scale generalized Radial Basis 
Function (MSRBF) neural networks for image feature 
extraction, medical image analysis, and classification for breast 
cancer detection. Initially, the image data were rendered into a 
Multiple-Input-Single-Output (MISO) system. The Forward 
Regression Orthogonal Least Squares (FROLS) algorithm was 
used to solve the system as a model structure detection problem 
and found the output layer weights. The experimental results 
showed that the method reached classification accuracy above 
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93% in the two mammography databases and 86.7% in 
BreakHis. However, the DCT method needs large processing 
power. Interested researchers in healthcare can also find 
interesting research on the automatic detection of breast cancer 
and biomedical images [14-27]. 

III. METHODOLOGY  

A. The Proposed Model 

BC which grows in the breast cells is a malignant tumor, 
which has the potential of spreading to other body parts. BC 
infects 2.1 million women every year and is the most common 
sort of cancer, according to the World Health Organization 
(WHO). Furthermore, amongst women, the highest number of 
cancer-associated deaths is associated with BC. In general, the 
causes for BC are not defined and an exact justification for the 
occurrence of BC in certain women over others has not been 
provided yet. Nevertheless, to specify the incidence of BC, 
there are some common facts about BC symptoms. Most of 
these symptoms do not appear in the early development stages. 
Therefore, the process of detecting cancer in its early stage is 
quite challenging. In order to identify the BC development in 
the earlier stages itself, a non-invasive methodology termed 
digital mammography is utilized. DBT along with breast 
masses or tumors can be seen at increased radiological 
densities, i.e. they are seen as white, on mammograms. Thus, 
owing to overlay with DBT, the identification of malignant 
breast masses becomes a complicated task. Thus, false 
positives, false negatives, and over-diagnosis are issues which 
affect mammography. Radiologists are aided with the usage of 
Artificial Intelligence (AI) via enhanced BCD utilizing 
mammography. In this paper, ground on the mammogram 
images, an effectual BCD system has been proposed by 
utilizing a CSDNN classifier. Analyzing the mammogram 
images by utilizing CSDNN and mining detection 
methodologies and classifying the tumor is the main aim of this 
work. Figure 1 presents the block diagram of the proposed 
model. 

 

 
Fig. 1.  The general structure of the proposed model for breast cancer 

classification. 

B. Preprocessing 

Preprocessing is an important step for removing undesirable 
noise and irrelevant details and for improving the quality and 
information content of the original image. The proposed work 
begins with preprocessing which consists of two steps, i.e. 
removing unwanted regions and contrast enhancement and 
noise removal.  

Adaptive Histogram Equalization (AHE) is an image 
processing technique that is used to enhance the contrast of 
images. AHE divides the image into distinct blocks and 
computes histogram equalization for each section. Thus, AHE 
computes many histograms, each corresponding to a distinct 
section of the image. It enhances the local contrast and 
definitions of edges in all distinct regions of the image. Hence, 
in order to improve the performance of the AHE algorithm, in 
this work, the Homo Morphic (HM) filtering is incorporated 
with the existing AHE algorithm. Initially, the input images are 
filtered by the HM filter. HM filtering is commonly used for 
correcting the non-uniform illumination in images. Moreover, 
it simultaneously normalizes the brightness across an image 
and increases contrast.  

C. Breast Boundary Detection 

After preprocessing, the pre-processed images are 

applied to Canny Edge Detector, which is a widely used edge 
detection algorithm to locate sharp intensity changes and find 
object boundaries in an image. The proposed work utilizes the 
Canny Edge Detector for detecting breast boundaries. It 
contains 5 steps called noise reduction, gradient calculations, 
non-maximum suppression, double threshold, and edge 
tracking. 

D. Pectoral Detection and Removal 

The output images from the Canny Edge Detector with the 
detected breast boundaries ( )CED m

R are applied to the Global 

Pixel Intensity-based Thresholding (GPIT) method for 
removing the pectoral muscles. If the pectoral muscles are 
present in the images, they may complicate the feature 
extraction process and result in false classification. To 
overcome this problem, the pectoral muscles are identified and 
removed with the GPIT method. The normal thresholding 
method has the drawback that the selected threshold should 
correspond to a valley of the histogram. This method does not 
work well with variable illumination. So, to overcome this 
drawback, the threshold value is calculated from the pixel 
intensity of an image. Here, the mean intensity value of all the 
pixels in the image is used as a global threshold. It can be 
computed as: 

    (1) 

where N is the total number of pixels, 
_ ( )

( , )
pec rem mR

I i j  denotes the 

intensity of the pixel, and δth denotes the threshold value 
computed based on the mean value of the pixel intensity value. 

E. Tumor Identification 

After the pectoral muscles were removed, the images 

are inputted to the Centroid-based Region 

Growing Segmentation (CRGS) algorithm for tumor 
segmentation in the breast. In general, a tumor occurs when 
cells divide and grow excessively in the body. Region growing 
is a simple and efficient approach to segment the objects from 
an image. The process of region growing is to map the 
individual pixel to a set of pixels representing distinct image 
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regions and to grow them until they cover the entire image. The 
existing region growing algorithm has a limitation, that is, to 
choose the appropriate seed points and region growing criteria. 
The random selection of these two factors directly affects the 
quality of image segmentation. To overcome this limitation, in 
this paper, the initial seed point is calculated by using the 
centroid of the maximum area covered by the image. This 
improvisation drastically increases the segmentation accuracy 
and overcomes the over and under segmentation issues. 

F. Tumor Clustering 

After segmentation, the images with the segmented regions 
are clustered by Divisive Similarity Clustering (DSC). 

Divisive clustering is a top-down clustering approach, which 
separates the number of objects successively into finer groupings. 
The DSC algorithm mostly uses Euclidean distance to calculate 
the distance between the data points. Although it is a common 
distance measure, Euclidean distance is not scale invariant 
which means that the computed distances might be varied and 
inaccurate. Moreover, the Euclidean distance is not suitable for 
a large amount of data so that the cosine similarity function is 
calculated, which provides a better similarity result than the 
Euclidean distance and achieves better clustering accuracy. 

G. Feature Extraction 

After clustering, the important features are extracted from 
the clustered benign LBen and malignant LMal 

regions. Feature 
extraction helps reducing the amount of redundant data from 
the data set. In the end, data reduction increases the speed of 
the learning process. In the proposed work, the important 
features such as Grey-Level Co-occurrence Matrix (GLCM), 
shape features, Local Tetra Pattern (LTrP), color intensity, and 
Gabor features are extracted. 

 The GLCM method is a way of extracting second-order 
statistical texture features. The extracted texture features are 
autocorrelation, contrast, correlation, cluster shade, 
dissimilarity, energy, entropy, homogeneity, maximum 
probability, and difference variance. 

 Shape features correspond to the physical structure or the 
geometric shapes of the objects present in the image. 

 LTrP demonstrates the spatial structure of the local texture 
using the direction of the center pixel. It is the first-order 
derivative of the center pixel along the 0o and 90o 
directions.  

 Gabor features extract local pieces of information which are 
then combined to recognize an object. From the response of 
the Gabor filter, the Gabor features are constructed at 
several orientations and frequencies. 

 Color intensity represents the image from a different 
perspective. It represents the frequency distribution of color 
bins in an image. It counts similar pixels and stores them. 
These features extracted from images are then used for 
image recognition. The extracted features are denoted as: 

    (2) 

where nℏ  denotes the number of the extracted features. 

H. Feature Selection 

After feature extraction, the important features are selected 
using the Chaotic Function-based Black Widow Optimization 
Algorithm (CBWOA). The BWO algorithm is a meta-heuristic 
algorithm that delivers fast convergence and avoids local 
optima. BWO is a good method to solve several types of 
optimization problems as it keeps the balance between the 
exploration phase and the exploitation phase. Its fundamental 
steps and flowchart are given in Figures 2-3. In the proposed 
model, the optimal features, which enhance the classification 
accuracy, are selected by utilizing the optimization algorithm.  

 

 
Fig. 2.  Pseudo-code of the proposed CBWOA. 

 
Fig. 3.  Flowchart of the proposed CBWOA. 

I. CSDNN Classification 

The selected optimal features  are inputted to the 

Convolutional CSDNN classifier. A CNN is a multilayer neural 
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network that contains many hidden layers that perform two 
important functions, convolution and pooling. Generally, 
neural networks suffer from the weight initialization problem. 
In the traditional neural network, the weight value is randomly 
initialized which causes the classifier to produce a false 
classification. So, in the proposed classifier, the weight value is 
initialized based on the mean and variance of its input. The 
architecture of the proposed CSDNN is shown in Figure 4. 

 

 
Fig. 4.  Architecture of the proposed CSDNN. 

1) Convolution Layer 

The convolution layer performs the convolution operation 
between the input features and the weight values (kernels) 
which is then applied to the non-linear activation layer to return 
the rectified feature map. The weight updating of CSDNN is 
done by the mean and variance of the input values. It can be 
expressed as: 

    

(3) 

    (4) 

where 
( )n opt


ℏ

, 
( )n opt


ℏ

are the mean and variance of the input 

features, and N is the total number of features. 

The progress of feature maps in the convolution layer is 
expressed in (5): 

    (5) 

where denotes the obtained feature map, Ω is the non-

linear activation function, denotes the 

weight values generated based on the mean and variance of the 
input, and  denotes the bias value for each feature map.  

2) Pooling Layer 

This layer reduces the size of the input feature map 
obtained after the convolution. For dimensionality reduction, 
the max-pooling function is used which detects the most 
dominating features for faster classification. Thus, the pooled 
feature map of the pooling layer is expressed as: 

    
(6) 

where denotes the pooled feature map and 

denotes the max-pooling function. 

3) Fully Connected Layer 

After a number of convolution and pooling operations, the 
pooled output is flattened and is applied to the fully connected 
layer. The fully connected layer feeds the input to the SoftMax 
layer, which uses the softmax function to convert the input 
scores into a sum of output probabilities.  

IV. EXPERIMENTAL RESULTS 

In order to examine the proposed system (Figure 2), 
numerous experiments were conducted to evaluate the 
performance of the proposed model and are presented in this 
section. The proposed breast cancer detection system is 
developed in the working platform of MATLAB. The dataset 
description is described in the next section. All chosen samples 
were first stored into major classes as benign, malignant, and 
normal classes and subsequently into sub classes. 

A. Dataset Description  

The performance of the proposed methodology is evaluated 
by using publicly available data. Sample images have been 
collected from [28]. The dimension of the input image is 
1024×1024 pixels in ‘pgm’ format. The input mammogram 
images consist of dense tissue variations, breast density 
percentage, and breast density variations. These features are 
helpful to detect breast cancer. Thus, the dataset has 3 main 
classes: normal, benign (DCIS), malignant and their subclasses. 

B. Pre-processing Performance Analysis 

In this section, the proposed HMAHE’s performance is 
analogized with the prevailing Histogram Equalization (HE), 
Contrast Limited Adaptive Histogram Equalization (CLAHE), 
along with Contrast Stretching (CS) techniques regarding 
Minimum Squared Error (MSE), Structure Similarity Index 
Measure (SSIM), Peak Signal to Noise Ratio (PSNR), and 
Variance Ratio values. 

The ratio of the maximum possible power of an image to 
the power of corrupting noise, which affects the quality of its 
representation, is named PSNR. The PSNR performance of the 
proposed and other known methods is analyzed in Figure 5. 
Good image quality along with fewer errors introduced to the 
image is attained by achieving a high PSNR value. 
Accordingly, the PSNR value for the proposed methodology is 
61.89734. The PSNR values for CLAHE, HE, and CS 
frameworks are 58.86085, 58.00242, and 58.37713 
respectively, which are lower than that of the proposed 
technique, proving that the proposed system shows better 
performance.  

C. Segmentation Performance Analysis 

By analogizing specificity, accuracy, F-measure, and 
sensitivity with the outputs of prevailing Active Contour (AC), 
Watershed (WS), and Region Growing (RG) methodologies, 
the accuracy of the proposed CRGS segmentation model is 
determined.  
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Fig. 5.  Performance estimation based on PSNR. 

 
Fig. 6.  Performance analysis based on sensitivity, specificity, accuracy, 
and F-measure. 

To estimate the performance of segmentation frameworks 
utilized to extract objects of interest from images, metrics like 
specificity, accuracy, F-measure, and sensitivity are important. 
The proposed and previous segmentation mechanisms’ 
performance in terms of accuracy, F-measure, sensitivity, and 
specificity is depicted in Figure 6. The sensitivity and 
specificity values achieved by the proposed technique are 
0.794568 and 0.998382. The previous systems have sensitivity 
and specificity of 0.525349 and 0.113123 for AC, 0.377702 
and 0.988604 for RG, and 0.395193 and 0.947311 for WS. The 
accuracy and F-measure of the proposed system are 0.991286 
and 0.846746, which are higher than the existing frameworks'. 
Therefore, it is concluded that the proposed model segments 
the objects from the images more effectively.  

D. Clustering Performance Analysis 

Clustering methods that have high accuracy and time 
efficiency are more efficient for discovering the required 
number of clusters. In this sub-section, the performance of the 
proposed DSC clustering method is evaluated based on the 
clustering accuracy. For performance evaluation, the proposed 
method is weighted against the existing Hierarchical Clustering 
(HC), Fuzzy C-Means (FCM), and K-Means clustering 
techniques. Table I shows the accuracy of the proposed and 
existing clustering techniques. The clustering accuracy 
achieved by the proposed method is 0.961111, whereas the 
existing methods gave lower accuracy of 0.694444 (HC), 
0.544444 (FCM), and 0.627778 (K-Means), indicating that the 
proposed method has better performance. The graphical 
representation of the above discussion is shown in Figure 7. 

TABLE I.  COMPARATIVE ANALYSIS BASED ON CLUSTERING 
ACCURACY 

Methods Clustering accuracy 

Proposed DSC 0.961111 
HC 0.694444 

FCM 0.544444 
KMEANS 0.627778 

 

 
Fig. 7.  Performance analysis of the proposed and existing methods based 
on clustering accuracy. 

E. Feature Selection Performance Analysis 

The performance of the proposed CBWOA optimization 
method used for selecting the optimal features was evaluated 
by comparing the fitness level attained for the number of 
iterations, and computation time with the existing methods of 
Genetic Algorithm (GA) and Particle Swarm Optimization 
(PSO).  

 

 
Fig. 8.  Fitness vs. Iterations. 

The convergence graph of fitness value vs. iteration number 
is shown in Figure 8. Compared to the existing methods, the 
fitness value achieved by the proposed method is higher for a 
varying number of iterations. The proposed method has a 
0.957153 fitness value at a minimum of 5 iterations and a 
0.988095 fitness value at a maximum of 50 iterations. In the 
same way, the existing methods have fitness values lower than 
the proposed method. It is concluded that the proposed method 
has higher optimal prediction nature than PSO and GA.  

F. Classification Performance Analysis 

Table II shows the performance of the proposed and 
existing classifiers with reference to some quality metrics such 
as sensitivity, specificity, accuracy, and F-measure. Sensitivity 
delivers the ability to label positive breast cancer cases as 
positive, whereas specificity indicates the ability to identify 
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negative breast cancer cases as negative. In order to get an 
accurate prediction, these values should be high. F-measure is a 
measure of the model's accuracy, which is calculated by using 
the precision and recall value. 

TABLE II.  PERFORMANCE ANALYSIS OF PROPOSED AND EXISTING 
CLASSIFIERS 

Metrics CSDNN CNN NN ANFIS SVM 

Sensitivity 0.958333 0.325 0.566667 0.808333 0.575 
Specificity 0.993056 0.8875 0.927778 0.968056 0.929167 
Accuracy 0.988095 0.807143 0.87619 0.945238 0.878571 

F-measure 0.958333 0.325 0.566667 0.808333 0.575 
 

 
Fig. 9.  ROC curve. 

The ROC graph for estimating the performance of the 
proposed and existing classifiers is shown in Figure 9. An 
overview of true positives and false negatives is provided by 
the ROC graphs. The better performance is indicated by the 
classifiers that give curves closer to the top-left corner. The test 
is less accurate when the curve comes closer to the 45-degree 
diagonal of the ROC space. Accordingly, we can see that the 
proposed model is more accurate than the prevailing 
techniques. 

V. DISCUSSION 

The proposed method efficiently removes the unwanted 
regions from breast mammogram images, and outperforms 
existing works with their inefficient preprocessing functions. 
The proposed method uses an effective feature selection phase. 
The main contribution of the feature selection phase is to 
reduce the complications of the classifier. Thus, the classifier 
can classify the features with least resource consumption. Most 
of the existing methodologies have inadequate feature 
extraction and selection phase [29], drastically reducing their 
precision level. Furthermore, in the proposed work, a modified 
classifier is used, in which the optimal weight values are 
selected by the mean and variance of its input. In most of the 
existing works, the classifier deals with random weight values 
[30]. When compared to existing methodologies, the proposed 
work exhibits better accuracy rates. Moreover, the proposed 
work classifies the multiple types of breast cancer with less 
time and cost.  

VI. CONCLUSION AND FUTURE WORK  

The main goal of the proposed model is to detect breast 
tumors and classify them according to the type of the detected 
tumor. In this framework, mammogram images are analyzed 

and tumors are identified by CRGS methods. If the tumor is 
found in a mammogram image, then the type of tumor is 
identified with the CSDNN method. The performance of the 
proposed CRGS and CSDNN methods were compared with 
some traditional methods with respect to some evaluation 
metrics. The experimental results revealed that both CRGS and 
CSDNN methods achieve greater performance than the existing 
methods. The proposed CRGS method obtained an accuracy of 
0.991286 whereas the proposed CSDNN method attained an 
accuracy of 0.988095. This performance analysis clearly states 
that the proposed model accurately detects and classifies breast 
tumors. 

In the future, a more advanced classifier may be integrated 
to enhance the performance of the proposed model. 
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