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ABSTRACT 

This study analyzed the accuracy of solar cell modeling parameters extracted from noisy data using 

Genetic Algorithms (GAs). Three crossover operators (XOs) were examined, namely the Uniform (UXO), 

Arithmetic (AXO), and Blend (BXO) operators. The data used were an experimental benchmark cell and a 

simulated curve where noise levels (p) from 0 to 10% were added. For each XO, the analysis was carried 

out by running GAs 100 times and varying p and population size (Npop). Simulation results showed that 

UXO and AXO suffered from premature convergence and failed to provide parameters with good 

precision even with very high Npop, although they provided good fitting. In all analyzed cases, BXO 

outperformed UXO and AXO and the results showed that it can compete with the most efficient methods. 

For the benchmark curve, BXO reproduced the best RMSE found in the literature (0.7730062 mA) while 

providing the exact values of the parameters and a very low RMSE (1E-13) for the clean curve (p=0). For 

noisy curves, the errors of the extracted parameters were smaller than 10% for p lower than or equal to 

6%. For higher values of p, the errors were smaller than 30%. 

Keywords-solar cells; parameter extraction; genetic algorithms; crossover operators 

I. INTRODUCTION  

The current-voltage (I-V) characteristic of a Solar Cell (SC) 
is often predicted by the Single Diode Model (SDM) [1]: 

    /  
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ph
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        (1) 

where Vth = kT/q is the thermal voltage, T is the temperature, k 
is the Boltzmann constant, and q is the elementary charge. The 
photocurrent Iph, the reverse saturation current Is, the ideality 
factor n, the series resistance Rs, and the parallel conductance 
Gp are SDM parameters that are commonly supposed constants 
independent of temperature and voltage. The non-linear nature 
of this equation makes the extraction of SDM parameters from 
I-V characteristics a very hard task. Since the '60s, many 
methods have been proposed [1-12]. Despite their huge 
number, none is wholly satisfactory and there is a need and a 
challenge to propose new methods. The proposed methods are 
either analytical or numerical [12-13]. The analytical methods, 
mainly published before 2000, often operate in specified 
regions of I-V curves and require prior knowledge of some 

defined points, such as the short-circuit current Isc, the open-
circuit voltage Voc, the current Im, and the voltage Vm at the 
maximum power point [13]. The numerical methods are based 
on deterministic or Metaheuristic Optimization Algorithms 
(MOAs) that process over the whole curve and do not require 
any specified points. Deterministic algorithms are based on 
initial conditions, require curve derivatives, and do not 
guarantee a global solution. These drawbacks were overcome 
by MOAs [14], where evolutionary algorithms (EAs) constitute 
an important subclass. Hence, they are increasingly used in SC 
parameter estimation [1, 4]. Despite the huge number of 
proposed methods, only a few deal with the effects of noise 
levels on the extracted parameters [9-13, 15, 16]. This is an 
important issue, since noise is always present in the measured 
data and may vary with environmental conditions. Only [12] 
and [13], by proposing a least squares-based method and four 
metaheuristic-based methods, namely, the Self-Adaptive 
Differential Evolution algorithm (SADE), the Performance 
Guided JAYA algorithm (PGJAYA), the Self-Adaptive 
Teaching-Learning-based Optimization algorithm (SATLBO), 
and the Biogeo-graph-based Heterogeneous Cuckoo Search 
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algorithm (BHCS), respectively, evaluated in-depth the effect 
of noise on the extracted parameters. These studies investigated 
the effect of noise levels from 0 to 10% on each method and 
parameter. In addition, in [13], the performance of the methods 
was analyzed by varying the population size. 

This study investigated the effects of noise on the extracted 
parameters of SCs using GAs, compared 3 distinct crossover 
operators (XOs), and showed that the performance depends on 
the chosen XO. Experimental and synthetic noisy and noise-
free curves were used. The study of the effects of XO on GAs 
applied to the extraction of SDM from noisy curves has not 
been considered before. 

II. PROBLEM FORMULATION 

The SC parameter estimation problem is formulated as 
finding a vector P=(Iph, Is, n, Rs, Gp) such that N synthetic data 
(Is,i-Vi), generated with the SDM (1), fit the experimental ones 
(Ie,i-Vi). The problem is solved by minimizing an Objective 
Function (OF) that calculates the error between the 
experimental and synthetic data. This study used the Root 
Mean Square Estimation (RMSE) defined by (2) as OF, which 
is the most used in fitting problems [1-12]: 

RMSE = ��
� ∑ 
��,� − ��,�������    (2) 

III. GENETIC ALGORITHM TUNING 

Since their introduction in [17], GAs have been 
increasingly studied, developed, and used in solving complex 
problems in science and engineering [18-19], machine learning 
[20], economics and finance [21], VLSI design [22], embedded 
system design [23], and others [24-25]. GAs are metaheuristic 
methods that mimic Darwin’s natural selection principles and 
genetics, that is, survival of the fittest [14, 26], and use 
selection, mutation, and crossover genetic-like operators. When 
using GAs, decisions have to be made on the stopping 
condition, the alphabet used, the population size, the genetic 
operators, and the corresponding probabilities to use. The 
program was set to stop when either it reached 20000 
generations or all solutions in the population were in a 
prescribed standard deviation of 10

–12
. Real coding (RCGA) 

was used to provide good resolution, where each chromosome 
was a P vector with the SDM parameters. The selection and 
mutation operators were set to the 'roulette wheel' and 
'Gaussian', respectively, and the probabilities were fixed to 
pcross=0.9 and pmut=0.01 for the crossover and the mutation 
operators, respectively. The population size was taken as a 
variable in the range of [20, 20000]. Since GAs are considered 
to get their power from the XO [27-28], three widely used XOs 
were compared: the uniform, the arithmetic, and the blend 
operators [29-31]. 

A. Uniform Operator 

The Uniform crossover operator (UXO) is inherited from 
binary coding and was historically the first one to be used [26]. 
When two chromosomes are crossed, each gene of the 
offspring randomly comes from the first or the second parent. 
When used with RCGA, UXO does not create new values of 

genes other than those initially created. Only mutation can do 
this. 

B. Arithmetic Operator 

Given two parents x and y with genes xi and yi, respectively, 
and αi in [0, 1], the Arithmetic crossover operator (AXO) 
creates two offsprings z and w whose genes zi and wi are: 

�� = ���� + �1 − �����  
�� = ���� + �1 − ����� 

(3) 

where αi are either uniform random numbers or constants in 
uniform and non-uniform AXO, respectively. AXO reduces the 
range of gene values in the population. 

C. Blend Operator 

Given di=abs(xi-yi) and a fixed α, usually 0.5, the Blend 
crossover operator (BXO) creates an offspring U whose genes 
are uniform random numbers in the interval Ui given by [32]: 

�� = �� !��� , ��� − �"� , �#���� , ��� + �"�$ (4) 

BXO enlarges the range of gene values in the population. 

IV. COMPUTATIONAL PROCEDURE 

The GAs were coded in C++ using the GAlib library [33], 
and applied to the experimental and the synthetic versions of 
the most used benchmark I-V curve [34]: a 57mm diameter 
crystalline silicon SC from RTC France, operating at 33°C and 
1000W/m

2
. The synthetic version was simulated with (1) in the 

voltage range of [0-0.6V] using the parameters of [13], shown 
in Table I, along with the restricted search intervals. Since the 
exact values are known, the convergence can be easily 
analyzed. To study the effect of noise on the extracted 
parameters, an artificial noise was added to the synthetic curve 
[9, 12-13, 15, 35]: 

�%&��' = ��'% × �1 + ) × rand�   (5) 

where Inoisy is the noisy current, Isyn is the synthetic noise-free 
current, rand is a random number between -1 and +1, and p is 
the noise level from 0 to 10%, to be added. For each XO 
considered, GAs were run by varying p and Npop. To obtain a 
statistical evaluation, 100 GA runs were executed for each pair 
(p, Npop), and the best solution and related parameters (RMSE, 
P) were saved for each run. The parameter values 
corresponding to the best RMSE on the 100 runs were then 
selected as the solution. Two other important quantities, the 
absolute (Δ) and the relative error (ΔΒ) between the exact and 
the best values, respectively, were also computed. 

TABLE I.  EXACT VALUES AND SEARCH INTERVALS OF 
THE PARAMETERS APPLIED TO GA 

 Iph (A) Is (µA) n Rs (Ω) Gp (Ω
-1) 

Exact 0.7608 0.3223 1.4808 0.0367 0.0173 

Low 0.0000 0.1000 1.0000 0.0001 0.0001 

High 1.0000 1.0000 2.0000 1.0000 1.0000 
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V. RESULTS AND DISCUSSION 

This section presents the results of applying GAs to the 
parameter extraction of the noise-free and noisy curves and the 
benchmark cell considering the three XOs. 

A. Synthetic Curve 

1) Noise-Free Curve 

Figure 1 shows the RMSE obtained for the 3 considered 
XOs as a function of Npop. According to [13], a good RMSE for 
this SC should be smaller than 9.86022×10

-4
. As such, the 

fittings obtained by using BXO with all Npop and UXO and 
AXO with Npop of at least 150 and 100, respectively, are good. 
For UXO and AXO, the RMSE achieved was not less than 
2×10

-5
 and 2×10

-4
, respectively, while for BXO it steeply 

decreased to smaller values by several orders of magnitude: 
5×10

-4
, 2×10

-5
, 2×10

-8
, 1×10

-13
, and 2×10

-16
 for Npop=20, 50, 

100, 150, and 20000, respectively. Running GAs using BXO 
with Npop=50 gives an equivalent performance to using UXO 
with Npop=20000. For greater Npop, BXO outperformed UXO 
and AXO. However, BXO converges very slowly, in more than 
2000 iterations. On the other hand, UXO and AXO perform 
between 45 and 200 iterations until convergence is reached. 
The fast convergence to a non-optimal value and the slow 
decrease of the RMSE indicate that these XOs favor premature 
convergence. UXO does not create new genes other than those 
initially generated, and AXO does not explore the space outside 
the parents. The iterations quickly reach a state where there is 
no population diversity. Several techniques have been proposed 
to avoid premature convergence, but their study is beyond the 
scope of this work. 

 

 

Fig. 1.  RMSE of the noise-free curve as a function of population size 

(Npop) for the three crossover operators. 

a) The UXO Operator 

Figure 2 shows the relative error ΔB of the extracted 
parameters as a function of Npop and the slow increase of 
precision (decrease of the error) as Npop increases. Iph is the 
parameter extracted with the highest precision, followed, in not 
less than one order of magnitude away, by n, Rs, Gp, and Is. 
With Npop greater than 150, the errors were always smaller than 
20%, and for 20000 they were smaller than 0.4%. This 
corresponds to the region where the RMSE was less than 
1×10

-3
%. This increase is ascribed to the increase in the 

resolution of the initial population. Better performance can be 
achieved by increasing Npop at the expense of huge memory 
space and execution time. Despite these results, a smaller 

RMSE was expected since the exact parameter values were 
known and the noise-free data. It was expected to get all the 
Significant Digits (SDs) of the parameters given in Table I to 
generate the curve using (1). Such performance can be easily 
obtained with the Newton-Raphson method. Given the values 
and precision of each parameter, it can be easily shown that the 
errors must be smaller than 6.5×10

-3
%, 1.5×10

-2
%, 3.3×10

-3
%, 

0.14%, and 0.29% for Iph, Is, n, Rs, and Gp, respectively, to 
extract all SDs of each parameter. So, each error must be 
smaller than 3.3×10

-3
% to extract all SDs from the 5 

parameters. This can be verified in Table II which shows the 
RMSE, the extracted parameters, and the errors obtained with 
Npop=100, 1000, and 20000. A comparison of Tables I and II 
shows that for Npop=20000, the extracted parameters were close 
to the exact values. However, there is a lack of precision since, 
although all SDs of Iph and Rs were found, there was a loss of 
two SDs for Is and n and one for Gp. For more practical cases, 
i.e. Npop =100 and 1000, all SDs were lost for Is and 2 were lost 
for Iph, Rs, and Gp. For n, 4 and 3 SDs were lost for Npop values 
of 100 and 1000. Despite this lack of precision, a good fit was 
obtained and all RMSEs for Npop greater than 150 were better 
than the value of 9.86022×10

-4
 found in [13]. 

TABLE II.  RESULTS FOR NOISE-FREE CURVE USING UXO 

Npop 100 1000 20000 

Param Value ΔB(%) Value ΔB(%) Value ΔB(%) 

Iph(A) 0.76156 9.99E-2 0.76102 2.87E-2 0.76082 2.75E-3 

Is(µA) 0.56704 75.94 0.26864 16.65 0.32390 0.4978 

n 1.54066 4.043 1.46262 1.228 1.48131 3.47E-2 

Rs(Ω) 0.03419 7.011 0.03736 1.614 0.03673 8.29E-2 

Gp(Ω
-1) 0.01839 6.190 0.01609 10.25 0.01738 0.3698 

RMSE 1.193E-3 3.287E-4 2.154E-5 
 

 
Fig. 2.  Errors of the extracted model parameters of the synthetic noise-free 

solar cell as a function of the population size for the UXO operator. 

b) The AXO Operator 

Figure 3 shows ΔB as a function of Npop. Iph was extracted 
with the highest precision, followed by n, Rs, Gp, and Is at 
several orders of magnitude away. The precision increased very 
slowly with increasing Npop and the errors were smaller than 
50% only for Npop greater than 500. Figure 1 shows that the 
RMSE was less than 1×10

-3
 for Npop greater than 100. The 

effect of premature convergence was stronger and the precision 
of the extracted parameters was lower than in UXO. Table III 
shows the RMSE, the extracted parameters, and the errors 
obtained with Npop=100, 1000, and 20000, where there was a 
lack of precision, although all RMSEs were good. Although 3 
SDs were found for Iph, all SDs of Is were lost, and only 1 was 
found for the other parameters. 
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Fig. 3.  Errors of the extracted model parameters of the synthetic noise-free 

solar cell as a function of the population size for the AXO operator. 

TABLE III.  RESULTS FOR NOISE-FREE CURVE USING AXO 

Npop 100 1000 20000 

Param Value ΔB(%) Value ΔB(%) Value ΔB(%) 

Iph(A) 0.76085 6.75E-3 0.76065 1.97E-2 0.76072 9.90E-3 

Is(µA) 0.54841 70.15 0.44515 38.12 0.42017 30.37 

n 1.53643 3.7570 1.51404 2.2446 1.5081 1.845 

Rs(Ω) 0.03460 5.908 0.03531 3.959 0.03568 2.969 

Gp(Ω
-1) 0.01433 17.27 0.01501 13.30 0.01553 10.33 

RMSE 8.780E-4 5.766E-4 4.047E-5 

 

c) The BXO Operator 

Figure 4 shows that the ΔB of the extracted parameters using 
BXO was less than 1% for all considered Npop. Iph was the 
parameter extracted with the highest precision, as its 
corresponding error was always lower than 1×10

-3
%, and for 

Npop greater than 400 it was 0% (it was set 1×10
-15

% in Figure 4 
for the sake of logarithmic scale). This parameter was 
followed, not less than one order of magnitude away, by n, Rs, 
Gp, and Is. The increase of precision was very fast as Npop 

increased from 20 to 400. The error of Is decreased from 1% to 
1×10

-11
%. When Npop increased from 400 to 20000, the 

precision slowly increased and the error of Is decreased from 
1×10

-11
 to 1×10

-13
%. The errors obtained, less than 1%, show 

that for Npop as low as 20, at least one SD was found for each 
parameter. For Npop=100, the absolute errors were 1.31×10

-6
%, 

1.88×10
-3

%, 5.92×10
-4

%, 2.39×10
-5

%, and 3.62×10
-5

% for Iph, 
Is, n, Rs, and Gp, respectively. This is only a loss of two SDs in 
Is and one in n. For Npop greater than or equal to 150, all SDs of 
the parameters were exact in each GA execution.  

TABLE IV.  RESULTS FOR NOISE-FREE CURVE USING BXO 

Npop 150 1000 20000 

Error Δ ΔB(%) Δ ΔB(%) Δ ΔB(%) 

Iph(A) 9.4E-15 1.2E-12 0.0000 0.0000 0.000 0.000 

Is(µA) 1.1E-11 3.55E-9 6.7E-11 2.1E-12 5.6E-12 1.7E-13 

n 3.6E-12 2.4E-10 2.1E-11 1.4E-13 1.7E-12 1.2E-14 

Rs(Ω) 1.5E-13 4.1E-10 8.7E-13 2.4E-13 7.0E-14 1.9E-14 

Gp(Ω
-1) 2.3E-13 1.38E-9 1.6E-12 9.3E-13 1.7E-13 1.0E-13 

RMSE 1.418E-10 2.686E-15 2.695E-16 

 
Table IV shows the RMSE, Δ, and ΔB of the extracted 

parameters for Npop=150, 1000, and 20000. The maximum Δ 
(1.14E-11), was seven positions away from the last SD of Is. 
Hence, increasing Npop to over 150 did not improve the 
precision. Figure 1 shows that running GAs using BXO with 

Npop=50 gave equivalent RMSEs as using UXO with 
Npop=20000. Figures 2-4 for these Npop show that BXO had 
better precision, and outperformed UXO and AXO with 
Npop=150. 

 

 
Fig. 4.  Errors of the extracted model parameters of the synthetic noise-free 

solar cell as a function of the population size for the BXO operator. 

d) Comments 

The precision of the SC parameters extracted by GAs from 
noise-free data was greatly affected by the XO used. As 
reported in [36], obtaining a good fit, a synonym for good 
RMSE, does not prove the validity of the model parameters. 
Parameter extraction can have many purposes. If the goal is a 
good fitting regardless of the parameter precision, GAs can be 
run several times either by using BXO with a very low Npop, 
such as 20, or by using UXO or AXO with a low Npop, such as 
150, and pick the best solution. If the goal is good precision 
(ΔB<10%), GAs can be run several times using UXO with a 
high Npop, such as 2000, and pick the best solution. If the goal 
is a high parameter precision (ΔB<1%), GAs can be run using 
UXO several times with a very high Npop, such as 20000, and 
pick the best solution. For all purposes, GAs can be run only 
once using BXO with a relatively low Npop, such as 150, and 
get very good fitting and parameter precision. AXO gives 
parameters with very low precision for all Npop, and can only be 
used for good fitting. 

2) Noisy Curve 

A noise level p varying from 0.1 to 10% was added to the 
synthetic curve using (5). The parameters of the noisy curves 
were extracted by GAs using UXO, AXO, and BXO. For all 
cases, the solutions were picked as the best over 100 runs of 
GAs. 

a) The UXO and AXO Operators 

Figures 5 and 6 show the errors of the parameters extracted 
by the GAs with Npop=20000 using UXO and AXO, 
respectively, as a function of noise levels. The errors were 
independent of noise levels for all Npop values. For the two 
XOs, Iph was the parameter extracted with the highest precision 
for all noise levels, with errors less than 1.2% and 0.5% for 
UXO and AXO, respectively. Although the errors were 
acceptable for Rs and n, with 14% and 7% for UXO and AXO, 
respectively, they reached very high values for Gp and Is. The Is 
and Gp values were 120% and 210% for UXO and 45% and 
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80% for AXO, respectively. Therefore, AXO performed better 
than UXO. 

b) The BXO Operator 

Figure 7 shows the results obtained with GA using BXO 
with Npop=250 as a function of p, where the errors increased 
with p. All errors were lower than 10%, except for Is which 
reached 30% for p more than 6%. The errors of Iph, n, Rs, and 
Gp were always less than 0.1%, 2%, 2%, and 10%, 
respectively. For practical cases with p less than 5%, all errors 
were less than 10%. Thus, BXO outperformed AXO and UXO 
for noisy curves. 

 

 

Fig. 5.  Errors of the model parameters of the noisy synthetic solar cell as a 

function of the noise level for the UXO operator and Npop=20000. 

 
Fig. 6.  Errors of the model parameters of the noisy synthetic solar cell as a 

function of the noise level for the AXO operator and Npop=20000. 

 
Fig. 7.  Errors of the model parameters of the noisy synthetic solar cell as a 

function of the noise level for the BXO operator and Npop=250. 

c) Curve Fitting 

Figures 8-10 show the noisy curves corresponding to p=1, 
2, 5, and 10%, along with the corresponding fitting curves by 

UXO, AXO, and BXO. Comparing the curves with the 
synthetic curve (p=0%) shows the good fit obtained by AXO 
and BXO. In the region Isc-Im, UXO gave a less good fit, which 
is acceptable only when considering that the curves are noisy. 

 

 
Fig. 8.  Noisy synthetic data and corresponding fitted curves with 

parameters extracted by using UXO with Npop=20000. 

 
Fig. 9.  Noisy synthetic data and corresponding fitted curves with 

parameters extracted by using AXO with Npop=20000. 

 
Fig. 10.  Noisy synthetic data and corresponding fitted curves with 

parameters extracted by using BXO with Npop=250. 

d) Comments 

For the noise-free curve, the quality of fit and the precision 
of parameters extracted by GAs were highly affected by the 
used XO. While AXO and BXO give good fitting, only BXO 
gives good parameter precision. For UXO, neither the fitting 
nor the parameter precision is good.  

B. Experimental Data 

The GAs were applied to the parameter extraction of the 
most used SC in the literature [34]. Table V shows the optimal 
obtained results along with those of some recently published 
studies, namely Grouping-based Global Harmony Search 
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(GGHS) and Innovative Global Harmony Search (IGHS) [37], 
Self-Adaptive Differential Evolution (SADE), Performance 
Guided JAYA (PGJAYA), and Self-Adaptive Teaching-
Learning-based Optimization (SATLBO) [13], and Differential 
Evolution with Dynamic Control Factors (DEDCF) [38]. 
Figure 11 shows the obtained fitting. 

The results of UXO and AXO were obtained with 
Npop=20000 and were very close to those of BXO. However, 
they were obtained only once in all GAs runs, and there is no 
guarantee that they will be reproduced in other runs. AXO gave 
better results than those of [13] and [37], but worse than BXO, 
due to the strong effect of premature convergence. 

TABLE V.  PARAMETERS EXTRACTED BY DIFFERENT 
METHODS 

Work Iph(A) Is(µA) n 
Rs 

(Ω) 

Gp 

(Ω-1) 

RMSE 

(×10-4A) 

This work 

BXO 0.7608 0.3107 1.4773 0.0365 0.0189 7.73006 

UXO 0.7606 0.3059 1.4757 0.0367 0.0181 7.87296 

AXO 0.7606 0.4455 1.5143 0.0349 0.0157 9.65930 

Previous works 

GGHS [37]  0.7609 0.3262 1.4822 0.0363 0.0188 9.9097 

Fébba [13](a) 0.7068 0.3230 1.4812 0.0364 0.0537 9.8602 

DECDF [38] 0.7608 0.3107 1.4767 0.0365 0.0189 7.73006 

IGHS [37] 0.7608 0.3435 1.4874 0.0361 0.0188 9.9306 

a: DE, PGJAYA, and SATLBO [13] 

 

 
Fig. 11.  Experimental data and fitted curves for the RTC solar cell. 

BXO gave the same RMSE, Iph, Is, Rs, and Gp as DECDF 
which had the smallest RMSE (7.730062×10

-4
) for this SC 

[38]. There is only a small difference of 0.04% in the value of 
n, 1.4773 for BXO against 1.4767 for DECDF. The 
concordance seems perfect. It can also be noticed that the 
results shown in Table V for BXO were reproduced in each GA 
run for all Npop greater than or equal to 150 (1100 executions). 
Differences were observed only beyond the 7

th
 SD. Hence, 

BXO outperforms UXO and AXO and competes with the most 
efficient methods. 

VI. CONCLUSION 

This study analyzed the accuracy of the 5 SDM parameters 
of SCs using GAs by considering the effect of 3 XOs, namely 
the UXO, the AXO, and the BXO. Three datasets were used, an 
experimental benchmark cell and simulated curves with noise 
levels (p) of 0-10%. The analysis was performed by varying 
Npop from 20 to 20000. For each triplet (XO, p, Npop), 100 GA 
runs were conducted and the solution was picked as the result 

of the best run. The simulation results showed that the 
performance of GAs varied significantly with the employed 
XO. When using UXO or AXO with very high Npop (as high as 
20000), GAs only produced good accuracy in the two 
following cases: 

 with UXO for the noise-free curve 

 with AXO for the benchmark cell, obtaining an RMSE of 
7.87296×10

-4
. As this result was obtained only once in 

more than 1400 runs, there is no guarantee that it can be 
reproduced. 

For all other cases, the parameter accuracy is very low, 
explicitly: 

 with UXO, for noisy data and the benchmark cell 

 with UXO, for the noise-free curve with low and moderate 
Npop 

 with AXO, for noise-free and noisy data 

 with AXO, for the benchmark cell with low and moderate 
Npop. 

This performance is a consequence of premature 
convergence, a well-known problem of EAs. As such, GAs 
with UXO or AXO are not appropriate for SC parameter 
extraction. On the other hand, GAs give very high accuracy 
when using BXO with a Npop as small as 150, for all analyzed 
cases:  

 For the noise-free curve, the parameter errors were smaller 
than 10

-13
% 

 For noisy data, the parameter errors were smaller than 10% 
for practical cases, i.e. for noise up to 5%, and smaller than 
30% for p up to 10% 

 For the benchmark data, GAs gave the same RMSE as 
DEDCF [38], which has provided the smallest RMSE for 
this SC equal to 7.730062×10

-4
.  

It is important to note that the above results were 
reproduced in each of the 100 GA runs for each Npop and had 
the same quality as the 5 methods considered in [13]. These 
results demonstrate that for SC parameter extraction, GAs with 
BXO should be classified at the top of the most efficient EAs. 
Previous studies carried out on clean data, concluded that GAs 
give bad precision or/and are not appropriate for SCs parameter 
extraction [1-4, 6, 39, 40]. This study used clean and noisy 
data, showing that if such conclusions are correct for UXO or 
AXO, they are not correct for BXO. Therefore, this study 
recommends the use of GA with BXO for SC parameter 
extraction. This result has to be confirmed with other OFs, 
other experimental data, and other XOs. Future works on EAs 
must study the effects of varying the genetic operators on the 
extracted parameters. 
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