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ABSTRACT 

This paper focuses on the training of a deep neural network regarding danger sign detection and 

recognition in a substation. It involved applying the concepts of neural networks and computer vision to 

achieve results similar to traffic sign and number plate detection systems. The input data were captured in 

three distinct formats, i.e. grayscale, RGB, and YCbCr, which have been used as a base for comparison in 

this paper. The efficiency of the neural network was tested on a unique data set involving danger signs 

present in industrial and processing facilities. The data set was unique, consisting of four distinct symbols. 

The trained data were selected so that they would not facilitate overfitting and also would not be under 

fitted. The accuracy of the model varied with the input type and was tested with two distinct classifiers, 

CNN and SVM, and the results were compared. The model was designed to be fast and accurate, and it can 

be implemented on mobile devices. 

Keywords-CNN; neural networks; danger sign detection  

I. INTRODUCTION  

Signs play an important role in everyday life and come in a 
huge variety of color schemes [1], symbols, and words, 
originating from different regions, countries, and working 
environments. The main objective of this study was to 
recognize four different and distinct types of signs used in the 
industrial process worldwide. Automatic danger sign detection 
can help prevent accidents that could endanger employees and 

civilians. The presence of an application on a smartphone that 
can recognize and warn about the meaning and danger 
associated with a sign can save lives. It is an ideal device for 
new and less experienced workers. Nowadays, almost every 
person has a mobile phone, and about 80% of these are 
smartphones, able to integrate with the internet and run 
complex applications [2-4]. A neural network-based 
application can easily run on this type of phone. The target 
audience of this research is huge. It can benefit seasonal 
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workers, new industrial recruits, engineers, etc. The study 
focuses on using Neural Networks (NNs) to distinguish several 
danger signals. The application will be entirely web-based, 
having a mobile application to integrate with the user and even 
a web page for a direct online interface. The world has become 
heavily reliant on IT, and the COVID19 pandemic has shown 
that the potential of mobile applications and software is at its 
peak. A danger sign detection technique can be used in any 
application. The impacting factors are the sample size and 
training parameters, which have been tuned to give promising 
results and can be generalized to other symbols with slight 
modification and testing. The application shows it can 
accurately identify and classify data and warm people by 
recommending the prescribed precautions. This information is 
easy and can be quickly accessed on a phone.  

The database used in this study was compiled from scratch, 
as no dataset of this kind existed. This involved extracting 
images from online repositories and personal sight visits. 
Image modification techniques were also used to add diversity 
and unpredictability to the dataset. The data set can be 
consistently updated and improved by adding more images. 
The more the images in the data set, the more accurate the 
training and testing will be. Although this paper is focused on 
the danger signs found explicitly in the substation, the same 
techniques could be used with other data sets to recognize 
danger signs in different environments. The concept involves 
computer vision and NN integration. The main objective is to 
replicate an accurate and similar response to that of traffic sign 
detection and number plate identification. They both use 
similar tools and techniques. While extensive literature exists 
in the field of traffic sign detection, studies related to the 
identification of signs in other environments are limited at best 
and non-existent to the best of our knowledge. This study aims 
to fill this scientific gap. 

II. BASIC ABOUT CNNS 

A typical Convolutional Neural Network (CNN) contains 
pooling, activation, normalization function, convolutional and 
Multinomial Logical Regression (MLR) layers. Usually, the 
last layer of the network is the MLR. This layer has a subpart 
known as the softmax function, which determines the final 
classification of data. The structure of the CNN model is 
chosen according to the difficulty and the problem that needs to 
be solved. The CNN model is designed with specific layers and 
neurons in mind. We can aim for higher accuracy for our 
results, but this will require more training time, a larger data 
set, and a more complex network structure [5].  

III. RELATED WORK 

The ongoing progress in the field of NNs includes 
improvements in the processing power required, reduction of 
the complexity of the algorithm, and advancements in 
computer vision. The closest mainstream topic related to 
computer vision, CNN, and image identification, is traffic sign 
or number plate detection. Many papers have been published 
regarding traffic sign detection with various techniques and 

methods [1, 6-8]. Most of these studies have existing data sets. 
These sets are classified into groups and are ready to be fed 
into the NN algorithm. In the current study, we had to make 

and classify the data and set and test the identifying markers 
and check their accuracy for our algorithm from scratch. 

IV. CONVOLUTIONAL NEURAL NETWORKS 

NNs are often used to train and identify objects. These can 
be images, trends, anything that can be quantized in the form of 
data. Though CNNs are a powerful tool, they require high 
computational power and resources to function properly [9]. As 
microelectronics gets smaller, is makes nano electronics more 
prevalent and viable in the electronic landscape. Accurate NN 
models require several layers, increasing the algorithm's 
complexity, the computational power required, and the energy 
needed to execute and process it. Fortunately, the 
semiconductor industry has made this possible, providing 
handheld devices with the power of a modest computer. 
Researchers have tried bringing deep learning models 
implemented in CNNs to mobile devices. These belong to one 
of the three following categories: 

 Network pruning [10] 

 Network quantization [11] 

 Training small networks directly. 

Finding the ideal number of layers and neurons required for 
the accurate and efficient working of the network is necessary. 
Overfitting, excess complexity, and several hidden layers can 
make the model accurate regarding the corresponding training 
data but sensitive to change, lacking robustness. The effects of 
overfitting and its correlation with robustness, validation, and 
training data were studied in [12]. 

There have been improvements in different techniques and 
methodologies to advance the techniques used in NNs, such as 
[13, 14]. CNNs have strong discrimination powers in terms of 
classifying objects. They can also accurately localize a portion 
of an image or data cluster using tools such as regression. In 
our efforts to deploy a model of CNN compatible with image 
extraction, we took inspiration from literature such as [14-16]. 
The main methodology applied in recent literature for detection 
networks are: 

 Direct detection [14, 15] 

 Regional detection [13, 17] 

A. Direct Detection 

The direct detection and prediction algorithms are based on 
the position or class of the target object. This information is 
provided with either regression or classification, depending on 
the problem and type of learning involved [18]. This can be 
extracted from the convolutional layer of the algorithm, making 
runtime faster in comparison.  

B. Regional Detection 

In regional detection, several regions are generated for the 
data in question, then data classes, and then the prediction 
operation is performed on object position and class for every 
region. In this method, regression and classification are 
conducted twice in different stages. This makes the regional 
detection method longer and more processing intensive, but 
more accurate in the computation of direct detection. 
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For our purpose of danger sign identification and 
recognition, the regional detection method is preferred, as 
accurate identification of hazardous symbols can help prevent 
accidents and provide precautionary safety information for 
workers. There is no processing and time restraint, thus, the 
delay is an acceptable trade-off for higher accuracy.  

V. BOUNDARY DETECTION TECHNIQUES 

Many CNN object identifiers use boundary boxes and class 
labels to identify and extract the exact image for learning [19, 
20]. This can be useful in predicting the exact boundary boxes 
for the classified images. A danger sign varies depending on 
the type of hazard. Some are triangular, while others are square 
or circular. These distinct and different bound conditions for 
the sign make image extraction significantly more accurate. We 
can identify an image using its boundary estimation, 
segmentation of the image itself, or sign and symbol category 
classification. The pixel segmentation mask would require high 
processing power and would be slower in identifying the letters 
and words shown on the symbol. However, this is possible and 
has many potential applications, such as universal danger sign 
detection software [20]. This could be compatible with all 
languages and work environments. Such ideas have been 
forgone, as failure to identify a single letter in the sign can 
cause false or inconclusive results. Thus the main techniques 
used were boundary detection and symbol recognition. 

VI. DEEP NEURAL NETWORKS 

Deep Neural Networks (DNNs) have become an 
indispensable tool in image classification used in many 
applications, such as facial recognition, voice analysis, word or 
text analysis, etc. Using DNN models helps in achieving high 
accuracy because of their ability to train and recognize 
complex input data [21]. The definition of a DNN is defined as 
a network with a level which is represented by the presence of 
three or more hidden layers. 

VII. CONVOLUTIONAL NEURAL NETWORKS- 

SUPPORT VECTOR MACHINE 

Support Vector Machine (SVM) is a supervised model in 
machine learning [22] that needs to be given labelled input data 
and a classification algorithm is used to train itself for each 
given label. Its main advantage lies in its speed and higher 
accuracy with a lower input sample count. This can make this 
algorithm ideal for a task requiring robust classification [23-
25]. The SVM technique is used mostly as a classifier in data 
evaluation. The ability of SVM in data analysis can help find 
the ideal margin between two distinct classifications. SVM is 
used to determine a hyperplane for each set of distinct 
outcomes from a given input. If the hyper plain is situated 
ideally between the trained data sets, it can provide a degree of 
robustness to the system. SVM is used in traffic signal 
recognition and training. The basic CNN is used for 
convolution and training, while the Support Vector Classifer 
(SVC) is used for classification. The hybrid combination of 
SCV and CNN is combined to give accurate results for a small 
number of training sets [26]. 

VIII. METHODOLOGY 

The training of the system involved five basic steps:  

1. Making a data set appropriate for integration. 

2. Deciding the most appropriate and accurate type of NN to 

choose. 

3. Training strategy used and data optimization in order to 

acquire the best results. 

4. Model selection involves the layers and neurons in the 

algorithm, basically determining the complexity of the 

algorithm and its robustness. 

5. The model in question used for the training of our model 

has 3 convolutional layers followed up by a pooling layer 

each. The end results of the layers are fed into a flattened 

layer to convert a 3-dimensional image into 1-dimensional 

weights. These weights are used in the deep layer to find 

the weight coefficients to recognize and categorize the 

image into one of 4 different categories.  

The first step was taking in the respective input format. The 
images captured for processing could be used in one of three 
ways: 

 Grayscale [27] 

 RGB [28] 

 YCbCr [29] 

IX. IMAGE ANALYSIS 

A. RGB 

The RGB data set is the default spectrum used as input for 
most image recognition applications. Though it is thoroughly 
used, our results indicated that a modification of RGB, known 
as YCbCr, gives better results. The luminance information, 
known as Y, is scattered in all the dimensions of RGB. This 
information can be used to get better image parameters for 
training data. Below is a simple conversion from RGB to 
YCbCr [31]. 

Y = 0.299R+0.587G+0.114B   (1) 

Cb = 0.564(B−Y)    (2) 

Cr = 0.713(R−Y)    (3) 

B. YCbCr 

The respective training error was the least in YCbCr results 
for the limited training data set. The YCbCr is inherently 
superior to grayscale and RBG, as in grayscale many colors 
and contact information are lost and therefore are not taken into 
account while training. Any colored image can be converted 
into a grayscale by multiplying the colored coefficients (usually 
RGB) with constants. This converts 3-dimensional data into a 
1-dimensional data set. Grayscale results were faster to train 
but had a training error twice that of the YCbCr data set [30]. 
The model was trained with the same image data but with 
different feature extraction. 
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C. Grayscale 

The following converts an RGB image to grayscale: 

Grayscale = 0.299R + 0.587G + 0.114B  (4) 

The grayscale image is less complex as the data can only 
vary in one parameter. This can help make the data set more 
robust and less prone to overfitting, though much of the image 
information is lost when converting an image into grayscale 
data. The decrease in complexity did not adversely affect the 
results. Quite the contrary, the grayscale results proved better 
than the RGB. 

X. TRAINING INFORMATION 

The training process involved using four distinct image 
types for categorization. These were: 

 Electric hazard 

 Flammable risk 

 Radiation danger 

 Toxic materials 

 

  

  

Fig. 1.  Image categories. 

We chose similar image shapes as already much work has 
been done on boundary identification markers. Instead of 
focusing on the shiny shape, we trained the CNN to identify the 
color pattern and the symbols present [32]. Each image was 
similar to the others to an extent, e.g. similar sign shape and 
base color contrast (yellow and black). Thus, the main 
objective was convolving the image and using the DNN nodes 
to recognize the district shapes. 

XI. IMAGE STANDARDIZATION 

We used bounding box regression to standardize the 
extracted image from the input. It can be taken from an angle 
and still correctly extract the image [14]. The regression vector 
can compress or expand the image to the ideal size for data 
input. We used shape classification for images with different 
shapes. Most images are of similar shape, including circular, 
triangular, rectangular, square, hexagonal, and octagonal. For 
the ease of data usage, we normalized the coordinates of both 
the x and y-axis. We can use this to find the exact extraction of 
all shapes except circular images and in our data set, there were 
no circular image boundaries, so that was not a major concern. 

Circular images are detected with small sheer errors, though the 
CNN-trained system was still able to recognize the symbols 
and give accurate results. 

 

  

Fig. 2.  Image fitting using regression vector. 

XII. MODEL OVERVIEW 

The model was trained on the gathered images that made a 
completely new and authentic data set. The network parameters 
were tuned during training and validation. ReLu, Softmax 
Deep CNN in a combination with SVM were used. Figure 3 
shows some randomly selected images from the data set. 

 

 

Fig. 3.  Samples of the training set. 

The data used for training consisted of 425 images, and the 
testing set included twice that number. The convolutional 
layers were used to segment the image into 64 blocks, each for 
a different color, for both RGB and YCbCr sets. The network 
architecture is shown in Figure 4. We used 3 convolutional 
layers for quick response. More can be incorporated to increase 
the accuracy of the results. The training images were 
transformed into YCbCr-colored data.  

Feature map size = N-F+1    (5) 

 

 

Fig. 4.  Network architecture. 
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XIII. DETAILED WORKING OF THE MODEL 

In our training, we passed 3 convolutional layers followed 
by max pooling. The input image was sized at 64×64 pixels. 
After passing through the convolution and ReLu layer, our 
resulting image was a 62×62-pixel image and our kernel was 
3×3. We extracted 16 feature maps in these two stages. We 
have monitored and identified 448 parameters in this step. 
Then, max-pooling by a 2×2 pool size and 2 unit stride took 
place, and the processed image reduced in size to 31×31 pixels. 
This input image was fed to the second convolution layer, 
resulting in a 29×29-pixel image, granting 32 feature maps and 
4046 parameters. The next max pooling layer resulted in a 
14×14-pixel image. Pool size, kernel, and stride were kept 
constant for all convolution and pooling layers. By the last 
convolution layer, we had 64 feature maps of a 6×6-pixel 
image. After, a flatten operator was used to convert all the data 
into a linear array which passed as weights to the neurons. Our 
model has a total of 388 neurons, 256 in the 1

st
 layer, 128 in the 

2
nd

 layer, and 4 in the last layer for the respective outputs. 
Figures 5-6 show the features of the modeled system. 

 

 

Fig. 5.  CNN model data. 

 

Fig. 6.  Flow diagram. 

XIV. SVM 

The system was tested using both SVM and CNN, and both 
linear and non-linear SVM types were tested. Linear SVM uses 
a dot product between two features, and its product is the linear 
product combination of the input features. 

����� , ���	 = �����	 + �����	  (6) 

In non-linear SVM, this rule is not valid. Instead, it uses 
Kernel. This reduces the dimensionality of the input into 
various classifiers, replacing the dot product of linear SVM. 
This SVM can be used to learn shapes in higher dimensional 
data when using the Kernel. 

XV. NEURAL NETWORK 

An NN with more than one layer is non-linear, and there 
are 3 main activation functions used in such cases, which are: 

Logistic function  z =  σy   (7) 

Hyperbolic tangent z = tanh y   (8) 

Softmax ∅�y	 = ���

∑ ����
���

   (9) 

XVI. COMPARISON 

For our study, we used the Softmax function. A basic 
understanding of NNs is necessary for the classification of data 
and while comparing SVM and NN. In contrast, SVM was a 
multipurpose non-linear NN designed for classifying the 
problem. Thus we based our classification approach on the NN. 
Another reason for choosing SVM was the lack of a large data 
set. SVM is simpler than the complex NN and has given better 
results on smaller data sets. Thus our CNN model used the 
ReLu classifier and our SVM model used the Softmax 
activation function to clearly identify the effect on filter 
training and its effect.  

XVII. CNN 

In our CNN, we have used ReLu (Rectified Linear Unit) as 
activation function and the Dropout Layer. The NN is assumed 
to have: 

 Linear independence in the input features. 

 Low dimensionality in the input space. 

By implementing various convolution layers and pooling, 
we lowered the dimensionality of the image. This helps us 
resolve the problem of dimensionality by reducing the data size 
and making learning easier. The purpose of an activation 
function is to provide non-linearity, but we don't want any 
negative activation function because that would not assume that 
the data are independent. We used ReLu as our activation 
function because it is positive and very easy and simple to 
model [33]. It is easy to calculate and involve the only 
comparison between the input and 0.  

����: ���	 = !���0, �	   (10) 

This is the last part of feature extraction before it is fed into 
the hidden layer for training and finding the neuron coefficient 
weights. The weights are necessary for classification as they 
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assign the neuron their values which recognize features and 
result in the identification and classification of an image. For a 
probabilistic result, we used the Softmax activation function 
[34]. This will give us as output one of the four considered 
classes each time. 

 

 

Fig. 7.  ReLU function. 

 

Fig. 8.  Softmax function. 

#$�%!���&'	 = �() �*+	

∑ �() �*+	+
   (11) 

For loss calculation, we used Categorical Cross-Entropy 
loss [35]. This gives us the error caused due to training the data 
set.  

CE = . ∑ t/ log�f�s	/	5
/     (12) 

CE = . ∑ t/ log�f�s	/	 = .t/ log6f�s7	8 .59:;
/:7

�1 . t7	=$> �1 . f�s7		    (13) 

XVIII. EXPERIMENTAL RESULTS 

Figure 9 shows the training accuracy and loss of the 
respective data. The model was run for 100 epochs, 
approaching a maximum accuracy of 91%. The loss is 
approaching a value close to 8%, signified by the value of 0.3. 
The grayscale and the YCbCr sets used the CNN classifier, but 
the RGB data set were modified to use the SVM classifier. The 
results showed that the RGB classifier did not increase by any 
significant value after 100 epochs, maybe due to the data 
limitation. Still, the validation accuracy was very dynamic and 
fluctuated consistently. In contrast, both grayscale and YCbCr 
dataset verification accuracy increased and showed a much 
smoother increase with a few disturbances and small dynamic 
behaviors, providing concrete proof that the CNN classifier is 
better and more accurate than SVM for smaller data sets. 

The results show that the model's training and validation 
accuracy are consistently increasing with a slight offset. This is 
the ideal result required. It is trained on the modal parameters 
while still having a significant variation to be considered 
robust. Thus we conclude that the YCbCr model is well-trained 
and has a high validation accuracy to be considered robust and 
accurate. The loss graph shows the training and validation 
losses. It is based on (12) and (13). The cross-entropy loss is 
used to distinguish two distinct probability distributions. We 
can see this as proof of the model's ability to recognize and 
identify the images. The validation loss function traces a 
similar path in a logarithmic pattern. This is all consistent with 
accurate and reliable results. 

 

 
Fig. 9.  Training results and loss comparison (YCbCr 100 epochs). Up: 

loss, down: accuracy. 

Similarly, we trained the model with RGB and grayscale 
images. The results are apparent in Figure 10. It is clear that the 
RGB data are under-fitted. In the literature, it has been 
observed that using SVM as a classifier with a small or limited 
data pool will result in a less accurate and under-fitted plot. The 
exact pattern is being observed here. Regarding the grayscale 
results, they are accurate, robust, and ideal. The data are 
accurately trained and validated, and the loss function is within 
range. The reason for comparing grayscale and RGB images 
was to test how the classifier's variation would affect the 
training and validation results. The RGB dataset used an SVM 
classifier, while the grayscale dataset used a NN classifier, 
specifically a CNN classifier. The grayscale data were simpler 
and less detailed but had better results. As mentioned above, a 
small dataset could be the reason for low accuracy while using 
SVM, but the CNN classifier gave ideal results, both with the 
grayscale data set and YCbCr data. So in our study, the CNN 
classifier was found to be superior.  

Figure 11 shows how increasing training time and duration 
affected the training accuracy. The YCbCr model validation 
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data closely followed the training results with a slight set. We 
increased to training duration to observe the highest accuracy 
provided by this dataset. We kept all the other parameters, such 
as the learning rate and the dataset, constant. The training 
accuracy peak values were achieved at 200 epochs, after which 
its increase in accuracy was minuscule, while it even started to 
decrease at 400 epochs. The observed results are consistent 
with the literature and show that our model's ideal training time 
is 200 epochs for our specified learning rate. Over-training can 
result in a loss of accuracy, and this concept is demonstrated 
here. We also identified a peak accuracy of 99.6% 

 

(a) 

(b) 

Fig. 10.  (a) RGB image training, (b) grayscale image training (100 epochs). 

Up: loss, down: accuracy. 

The effect and duration varied for the number of epochs the 
network was trained. The result for training and validation 

accuracy achieved at 500 epochs for the image dataset are 
shown in Table I. Only the training duration was varied, and 
readings at 10, 100, and 500 were plotted. The table values 
were gathered using the same above-mentioned plots extended 
to 500 epochs, but a smoothing filter was used in order to make 
the results more consistent and trends easier to identify.  

 

Fig. 11.  YCbCr image training for 500 epochs. Up: loss, down: accuracy 

TABLE I.  RESULTS OF VARIATION OF IMAGE INPUT 
TYPE AND TRAINING 

Time (s) Epochs 
Training 

accuracy 

Validation 

accuracy 

Type of 

input image 

19.13 10 70.7% 66.3% Grayscale 

19.79 10 73% 68% RGB 

20.10 10 86.0% 71.1% YCbCr 

174.11 100 85.3% 80.1% Grayscale 

175 .91 100 89.4% 79.9% RGB 

178.35 100 91.4% 86.7% YCbCr 

952.58 500 93.5% 83.7% Grayscale 

972.32 500 94.4% 80.3% RGB 

982.11 500 97.1% 92.5% YCbCr 

 

Table I compares the grayscale and YCbCr accuracies. The 
training model is identical. The only difference is that the 
image set input was extracted in YCbCr format, which is a 3-
dimensional input in matrix form, while grayscale is a 1-
dimensional matrix input. This is also evident in the fact that 
the grayscale program runs in a shorter duration. Also, the 
YCbCr data show the highest accuracy, followed by the 
grayscale, and RGB models. 

XIX. CONCLUSION 

In this paper, we observed the effects on CNN with some 
slight modifications on a totally new dataset. We used a dataset 
with 4 different types of images. We varied several factors and 
compared their effects on the data training and validation 
accuracy. The image inputs varied and grayscale, RGB, and 
YCbCr images were utilized. The most accurate results came 
from the YCbCr model, as it was able to incorporate the effects 
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of grayscale and normal colors in the mathematical model. The 
difference was not significant but noticeable nevertheless. Thus 
the YCbCr image input proved to be a better input type for data 
extraction. CNN and SVC were used for image classification. 
The results were recorded, and it was observed that CNN 
provided better validation accuracy. The most possible reasons 
for this could be the smaller data set or the lower training 
duration and the average learning rate. We observed the 
accuracy variation due to under and over-training from 5 to 500 
epochs and their results. The best results are between 100 and 
200 epochs regarding time and accuracy. We varied the 
classification method, the kernel used, and the number of 
convolution layers. Other factors affecting the accuracy are the 
optimizer and the loss function calculation, but we did not 
observed any effect of these factors. We also confirmed the 
superior behavior of the CNN classifier for this dataset in 
comparison to the SVM. For future recommendations we 
should use a model with more layers and a bigger dataset, in 
order to have a more robust model with better classification 
ability. 

The limitations of this study include the effects of optimizer 
calculation of the loss function for various values in order to 
find the optimal position. These steps were not monitored and 
can be considered as a project for future work and possible 
improvements. 

This study was helpful in identifying that the best method 
to classify input image is CNN, at least for smaller datasets, 
and finally, it shows that CNN provides better classification 
results than SVM. 
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