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ABSTRACT 

Since the Internet is a medium for transporting sensitive data, the privacy of the message transported has 

become a major concern. Image steganography has become a prominent tool for hiding data to ensure 

privacy during transfer. An efficient steganography system is essential to accomplish the best embedding 

capacity and maintain the other parameters at a satisfying level. Image encryption systems provide a 

secure and flexible system to maintain the privacy of image conversion and storage in the transmission 

system. Many existing image steganography methods can be attacked by various techniques, or do not 

support many image formats for embedding. To resolve these shortcomings, this study presents the 

Huffman Encoding with White Tailed Eagle Algorithm-based Image Steganography (HEWTEA-IS) 

technique, aiming to achieve secrecy with no compromise in image quality. The HEWTEA-IS method uses 

Discrete Wavelet Transform (DWT) for the decomposition of images into different subbands, and 

Huffman encoding to determine the embedding bits on the decomposed blocks and offer an additional 

layer of security. Moreover, the WTEA resolves the problem of imperceptibility by identifying the optimal 

probable position in the cover image for embedding secret bits. The proposed algorithm was simulated and 

examined in terms of different measures, and an extensive experimental analysis ensured that it is superior 

to other methods in several aspects. 

Keywords-image steganography; embedding process; Huffman encoding; image decomposition; security 

I. INTRODUCTION  

Steganography is the procedure for embedding secret or 
confidential data in cover media such as video, text, image, and 
audio files. Cover mediums with a higher level of redundancy 
are more suitable for steganography [1, 2]. A digital image can 
be used as a cover medium to transmit confidential data 
embedded in the Least Significant Bit (LSB) of a pixel. 
Steganography can be utilized to securely transmit and store 
data and can have other applications, such as content 
authentication, copyright protection, and data integrity 
assurance [3]. Various data-hiding methods have been explored 
and several valuable steganographic methods have been 
proposed to improve security and protect data against 
unauthorized access [4, 5]. In information-hiding mechanisms, 
the three quality parameters considered are robustness, 
capacity, and imperceptibility [6]. These parameters are very 
important in image steganography. Robustness determines the 
degree of security from hackers or eavesdroppers during data 
transmission, imperceptibility means that the hidden 
information and the original cover image are indistinct, and 
capacity defines the amount of hidden data or image size that is 
transferred [7-10]. 

An image steganography method is generally assessed from 
five different aspects: computational costs, perceptual 
transparency (visual quality), temper resistance, payload 
(embedding) capacity, and security. Visual quality is regarded 
as good whenever the variance between the stego and the 
original image can be invisible to the Human Vision System 
(HVS) [11]. The embedding capacity is determined by the 
volume of data hidden in the cover images and can be 
measured by Bits Per Pixel (BPP). A high payload permits a 
high confidential data insertion into the host images. Security is 
the capacity of a mechanism to protect confidential data from 
any intruder. Image steganography can provide superior 
imperceptibility and payload [12]. Steganography methods 
having less distorted stego images are much more secure 
compared to others with more distortion, as they do not allure 
the attention of an intruder [13-15]. An ideal steganographic 
method must have a large embedding capacity and outstanding 
visual quality. But, as visual quality can be the inverse 
proportion of embedding capability, increasing one variable 
results in massive compromise on the other. 

In [16], a higher-capacity image steganography method was 
introduced utilizing GA. This method used LSB replacement 
steganography to embed confidential data. But confidential 
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data can be modified and rearranged by previously encoding 
them in the LSBs of cover imageries. The variables utilized for 
rearranging and modifying the confidential data could be 
managed by the GA. A unique idea named flexible 
chromosomes was presented, which permitted GA to interpret 
chromosome values in distinct techniques. GA tried to discover 
the optimal variable values that have a high visual quality in 
the stego images. In [17], an image steganography method 
related to Integer Wavelet Transform (IWT) was presented. 
Using IWT, the cover image was converted to suppress the 
confidential message into the HL, HH, and LH frequency 
bands of the cover image. According to their Most Significant 
Bits (MSBs), the coefficients of these bands were labeled into 6 
classes. All coefficients from various bands belonging to the 
same class were gathered. The embedding procedure was 
initiated from the highest class by supervising the coefficients 
to match the secret message size. In [18], an image 
steganography method was presented that used LSB and secret 
map methods by implementing 3D chaotic maps, such as 3D 
logistic and Chebyshev maps, to improve security. This 
approach utilized the idea of performing random insertion and 
choosing a pixel from a host image. In [19], a novel hybrid 
technique named Compressed Encrypted Data Embedding 
(CEDE) was presented. In this method, the confidential data 
were initially compressed with the Lempel-Ziv-Welch (LZW) 
compressing method. The compressed secret data were 
encoded using Advanced Encryption Standard (AES) 
symmetric block ciphers. In the final stage, the encoded data 
were encoded into 512×512 pixel images. The encoded and 
compressed secret data bits were split into sets of two bits, and 
the cover image pixels were also ordered in four pairs. In [20], 
a steganography method was presented that utilized chaos 
theory and PSO targeting to identify the optimal pixel in the 
cover image to hide confidential data while maintaining the 
prominence of the resulting stego images. To enhance 
embedding capacity, the secret and host images could be split 
into blocks that stored a suitable amount of secret bits. In [21], 
a DL-related steganography method was presented, using a 
deep supervised edge detector and CNN to retain more edge 
pixels than traditional edge-detection methods. The cover 
images were preprocessed by masking the latter 5 bits of all 
pixels, and the edge detector was used to obtain a grayscale 
edge map. In [22], emphasis was placed on improving the 
secret-sharing approach to enhance security along with 
simplicity and fast computation. This study solved certain 
published flaws in the share reconstruction stage by suggesting 
a new distribution method to increase security and authenticity.  

The current study proposes Huffman Encoding with White 
Tailed Eagle Algorithm for Image Steganography (HEWTEA-
IS). This method uses the Discrete Wavelet Transform (DWT) 
to decompose images into different subbands, Huffman 
encoding to determine the embedding bits on the decomposed 
blocks and offer an additional layer of security, and White 
Tailed Eagle Algorithm (WTEA) to resolve the problem of 
imperceptibility by identifying the optimal probable position in 
the cover image to embed secret bits. The proposed method 
was simulated and examined with various measures. 

II. PROPOSED MODEL 

The proposed HEWTEA-IS method aims to achieve 
secrecy without compromising image quality. The HEWTEA-
IS method encompasses different subprocesses, namely DWT-
based image decomposition, embedding, Huffman encoding, 
WTEA-based pixel selection, and extraction. 

A. Image Decomposition 

The cover image is decomposed into different subbands. 
Wavelet Transforms (WT) can be used to identify individual 
locations in host images to hide confidential data [23]. These 
regions of the host image that are minimum sensible to HVS 
are recognized as frequency bands. The hidden data in these 
bands do not degrade the quality of the visual image 
significantly. These bands continuously comprise data on 
texture, edge, and sharp transitions of images. The Haar DWT 
coefficient was calculated horizontally and vertically. In 
horizontal, an image was decomposed to High-(H) and Low‐
(L) frequency bands, where L was computed by taking the 
average of 2 sequential pixels horizontally, and H by taking the 
variance between them. In vertical, L and H were again 
decomposed into 4 distinct subbands using High-Low (HL), 
Low-Low (LL), High-High (HH), and Low-High (LH) by 
taking the average and the variance between two vertically 
sequential pixels. The superior magnitudes of the wavelet 
coefficient show the most important data of the images. The 
magnitudes of the LL coefficients were superior to the other 
subbands (HH, LH, and HL) and comprise the smooth and 
plane region of an image that is extremely sensitive to human 
eyes. Thus, embedding even little data into the LL subbands 
results in maximum distortion. The other three subbands 
comprise edge details and sharp transitions in images. So, the 
data should be embedded in these three subbands. The Haar 
DWT coefficient was computed using pairwise average and 
variance as shown in (1) and (2): 

��,� = ���,	
���,	
��� ;     ��,� = ��,���� − ��,�� (1) 

The inverse of Haar DWT was computed by: 

��,�� = ��,� + �,
� ;    ��,���� = ��,� − �,
�  (2) 

At this point, ��,�� , ��,���� are the sequential pixel values 

of cover images. 

B. Embedding Process 

Normally, the WTEA begins the search with an arbitrarily 
selected initial population. Using a fitness function, these 
randomly generated solutions are evaluated throughout 
iterations and are enhanced via a set of formulas until an 
ending condition is met. However, despite the differences 
between population‐based methods, this technique shares 
baseline data. In this study, the search procedure was divided 
into exploration and exploitation stages [24]. Exploration 
includes searching the region for an open location that is farther 
from the existing location. The exploration phase takes place 
when a metaheuristic algorithm tries to find a better area. At 
the same time, exploitation explores the near‐optimum point, 
focusing on the neighborhood of high-quality answers inside 
the search space. Executing exploration alone might lead to a 
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novel location with a poor degree of precision, while 
exploitation increases the risk of getting trapped in local 
optima. Several studies emphasized the importance of 
balancing exploitation and exploration in metaheuristic 
algorithms. Consequently, it is crucial to achieving an accurate 
balance between these two phases. This study used two 
different stages to carry out efficient exploitation and 
exploration. The WTEA step‐by‐step method can be described 
as: 

 Step 1 - Population initialization: WTEA, begins the 
investigation via a set of randomly produced components (a 
set of eagles with a random location): �� = ��� + ���� × � �� − ��!�;    " = 1,2, … , & (3) 

where Ei is the location of the i-th eagle, ubi and lbi are the 
lower and upper boundaries, respectively, and rand 
represents a random number within [0,1]. 

 Step 2 - Population assessment: In this stage, the randomly 
generated solution is evaluated through a fitness function, 
and the eagle with optimal fitness value is selected as EBest. 

 Step 3 - Searching phase (exploration): White-tailed eagles 
search for prey within the search region they have chosen 
and move in diverse directions to accelerate their hunt. This 
process explores different regions using its randomized 
operator. Every eagle collaborates with the best and 
randomly interacts with others to upgrade the location. 
Figure 1 shows the steps involved in WTEA. This behavior 
is determined by: 

��'( + 1) = *��'() + 2 × �� × ��+'() − �'()� ", �� < 0.5��'() + 2 × �� × 1�2345'() − �!'()6 ", �� ≥ 0.5    (4) 

where Ei(t) is the location of i-th eagle in the search space at 
iteration t, EBest is the location of the better eagle (adjacent 
to the prey), and r1 and r2 are random numbers within [0,1]. 

 Step 4 - Improving phase (exploitation): Every eagle gets 
knowledge from the best candidate in the population. To 
improve the quality of the WTEA solution, every eagle 
interacts with the better eagle of the swarm EBest, which has 
the highest influence on others to discover the prey: 

��'( + 1) = ���� × �2345'() + ���� × ��2345'() − ��'()� (5) 

 Step 5 - Movement limitation: In all iterations, WTEA 
alters the distance every eagle moves through every 
dimension of the scratch region. Equations (4) and (5) show 
that eagle movement is a stochastic parameter and could 
allow the eagle to follow a large distance. Consequently, to 
accomplish this oscillation and prevent the eagle 
divergence, any eagle that goes beyond the search space 
limit would be reproduced based on: 

�� = 8��� ", �� ≤ ��� �� ", �� ≥  ���! otherwise    (6) 

This model is used to select the best pixels to hide private 
information [25]. The optimum location is found by using the 
WTEA approach that implements initialization by arbitrarily 

choosing particles and later searching for the better fit by 
upgrading each particle position. Initially, the population is 
chosen at random, and the location is upgraded through the 
objective function. Next, the better solution gets recognized to 
embed information. The original cover image is considered as 
O with M×N dimensions. Usually, the image can be described 
by a spatial representation. DWT is applied to convert them 
into a frequency domain. Then, the image undergoes sampling 
and decomposition to provide a higher degree of robustness as: BC�C�CDCEF = �GH'C)   (7) 

where O1 represents the coefficient of the lower frequency 
band and comprises each substantial data of the image, O2, O3, 
and O4 indicate the higher‐frequency bands and represent data 
such as edges of the image. The O1 band is carefully chosen for 
additional processing and the coefficient is extracted as: BC�II C�IJ C�JI C�JJF = �GH'C�)  (8) 

where C�II indicates the low-frequency subband, and C�IJ , C�JI , 
and C�JJ denote the high-frequency subbands of O1. Then, the 
stego image is created by: 

K�∗! = K�! + ��� × MNO5�   (9) 

where Dj indicates the secret textual information, and Popt is the 
optimal location for embedding the information. Inverse DWT 
is executed to characterize the image after data hiding: C�∗∗ = P�GH'C�∗IIC�∗IJC�∗JIC�∗JJ)  (10) 

The embedded secret information with the adapted band is: C∗∗ = P�GH'C�∗∗C�CDCE)   (11) 

 

 
Fig. 1.  Steps involved in WTEA 

C. Huffman Encoding 

Huffman coding is a lossless data compression technique. 
Its objective is to allocate parameter-length code to input 
characters, as the length of the assigned code depends on the 
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frequency of the characters [26]. The more common character 
gets a smaller code, and the less common character gets a 
larger one. The parameter length code assigned to each input 
character is a prefix code, which implies that a code is assigned 
so that it is not the prefix assigned to any other. Huffman 
coding ensures that there is no ambiguity while decoding the 
bit stream. 

1. Generate a leaf node for all input characters and construct a 

minimum heap of each leaf node. 

2. For the minimum heap, obtain the topmost two nodes (N1 

and N2) with the least frequency. 

3. Generate a novel internal node N3 with a frequency 

equivalent to the sum of frequencies of nodes N1 and N2. 

Make N1 the left and N2 the right child of N3. A new node 

N3 is added to the minimum heap. 

4. Repeat steps 2 and 3 until the minimum heap has a single 

node. 

D. Extraction Process 

The objective is to successfully extract the secret messages 
from the input stego images on the receiver. The stego image 
undergoes DWT to transform it from spatial to frequency 
representation. The stego images are indicated as O**R

: BC�∗∗QC�∗∗QCD∗∗QCE∗∗QF = �GH'C∗∗Q)  (12) 

The modified band is C�∗∗Q, therefore the coefficient of the sub‐
band is: 

RS�IIT∗ C�IJT∗ 0�JIT∗ C�JJT∗ U = �GH'C�∗∗Q)  (13) 

Next, match the secret key and once it matches, the original 
secret message is extracted. WTEA is applied to locate the 
position of hidden information, and Huffman decoding is 
applied to extract the secret message. Thus, the stego image is 
attained in binary format. When the secret keys don’t match, an 
encrypted image is received. The encrypted images are 
produced for adding another level of security to the system. 

III. RESULTS AND DISCUSSION 

This section examines the security performance of the 
HEWTEA-IS algorithm on several images from the USC-SIPI 
repository [27]. The experimental values were assessed under 
varying Message Sizes (MS).Table I shows a result analysis of 
the HEWTEA-IS method under variable message sizes and 
images. The HEWTEA-IS model showed a good performance 
in all images. Figure 3 provides the results of the HEWTEA-IS 
method with different message sizes using Image 1. In this 
image, the HEWTEA-IS method gained an average MSE of 
0.00012, an average PSNR of 126.36dB, an average BER of 
0.033, and an average SSIM of 0.9993. 

Figures 4, 5, and 6 show the results of the HEWTEA-IS 
method with different message sizes in Images 2 and 3. In these 
images, the HEWTEA-IS system achieved average MSE of 
0.00011, 0.00013, and 0.00012, average PSNR of 127.05, 
126.18, and 126.94dB, average BER of 0.035, 0.0034, and 
0.032, and average SSIM of 0.9995, 0.9994, and 0.9995, 
respectively. 

TABLE I.  RESULTS ANALYSIS OF HEWTEA-IS APPROACH 
WITH DISTINCT IMAGES AND MEASURES   

Images Message size (KB) MSE PSNR (dB) BER SSIM 

Image 

1 

50 0.00012 126.55 0.028 0.9992 

100 0.00011 127.30 0.035 0.9993 

150 0.00014 125.21 0.031 0.9995 

200 0.00015 124.61 0.042 0.9991 

250 0.00010 128.13 0.031 0.9994 

Average 0.00012 126.36 0.033 0.9993 

Image 

2 

50 0.00011 127.30 0.038 0.9994 

100 0.00010 128.13 0.034 0.9992 

150 0.00014 125.21 0.038 0.9998 

200 0.00011 127.30 0.029 0.9995 

250 0.00011 127.30 0.036 0.9996 

Average 0.00011 127.05 0.035 0.9995 

Image 

3 

50 0.00011 127.30 0.039 0.9991 

100 0.00015 124.61 0.037 0.9998 

150 0.00013 125.85 0.032 0.9997 

200 0.00011 127.30 0.030 0.9992 

250 0.00013 125.85 0.034 0.9992 

Average 0.00013 126.18 0.034 0.9994 

Image 
4 

50 0.00010 128.13 0.032 0.9998 

100 0.00015 124.61 0.029 0.9992 

150 0.00011 127.30 0.034 0.9997 

200 0.00012 126.55 0.031 0.9994 

250 0.00010 128.13 0.036 0.9992 

Average 0.00012 126.94 0.032 0.9995 

 

 
Fig. 2.  Classification analysis of the HEWTEA-IS algorithm in Image 1: 

(a) MSE, (b) PSNR, (c) BER, (d) SSIM. 

Table II shows the comparative results of the HEWTEA-IS 
with other recent methods, and Figure 7 shows a visual PSNR 
analysis of HEWTEA-IS with them. The HEWTEA-IS 
achieved the highest PSNR value of 126.634dB, HPSO and 
Huffman-PSO models had close PSNR values, while the PSO-
DWT and PSO algorithms had the least PSNR values. 

Figure 8 shows a comparative SSIM investigation of the 
HEWTEA-IS. The HEWTEA-IS had the highest SSIM of 
0.9994, the HPSO and Huffman-PSO algorithms had close 
SSIM values, while PSO-DWT and PSO had the least SSIM. 
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Fig. 3.  Classification analysis of the HEWTEA-IS algorithm in Image 2: 

(a) MSE, (b) PSNR, (c) BER, (d) SSIM. 

 

Fig. 4.  Classification analysis of the HEWTEA-IS algorithm in Image 3: 

(a) MSE, (b) PSNR, (c) BER, (d) SSIM. 

 
Fig. 5.  Classification analysis of the HEWTEA-IS algorithm in Image 4: 

(a) MSE, (b) PSNR, (c) BER, (d) SSIM. 

TABLE II.  COMPARISON OF HEWTEA-IS WITH OTHER 
METHODS  

Methods MSE PSNR (dB) BER SSIM 

HEWTEA-IS 0.00012 126.634 0.0338 0.9994 

PSO 4.26800 35.526 0.0520 0.9597 

HPSO 0.00200 102.110 0.0492 0.9857 

PSO-DWT 0.73000 50.864 0.0498 0.9764 

Huffman-PSO 0.00020 122.110 0.0413 0.9935 

 

 

Fig. 6.  PSNR analysis of the HEWTEA-IS with recent methods. 

 

Fig. 7.  SSIM analysis of the HEWTEA-IS with other methods. 

Figure 9 shows a detailed BER comparison of the 
HEWTEA-IS. The HEWTEA-IS had the least BER of 0.0338, 
while PSO, HPSO, PSO-DWT, and Huffman-PSO had 
increased BER of 0.0520, 0.0492, 0.0498, and 0.0413, 
respectively. These results affirmed the superiority of the 
HEWTEA-IS method. 

 

 

Fig. 8.  BER analysis of the HEWTEA-IS with other methods. 
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IV. CONCLUSION  

This study presented the novel Huffman Encoding with 
White Tailed Eagle Algorithm for Image Steganography 
(HEWTEA-IS) with the purpose of achieving secrecy without 
compromising image quality. The proposed method used 
Discrete Wavelet Transform (DWT) for the decomposition of 
images into different subbands, Huffman encoding to 
determine the embedding bits on the decomposed blocks and 
offer an additional layer of security, and WTEA to resolve the 
problem of imperceptibility by identifying the optimal 
positions in the cover images for embedding secret bits. The 
proposed method was experimentally analyzed and compared 
to other recent methods in several aspects, showing its 
superiority. In the future, the HEWTEA-IS can be extended to 
audio messages. 
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