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ABSTRACT 

The morphological analyzer is a computational process that combines lemmas with other linguistic 

features to produce new lexical word forms. This paper investigates the processing of a nominal system in 

the Urdu language. It focuses on the inflections of noun forms and studies number, gender, person, and 

case representations, using a Finite State Machine (FSM) to analyze and create all the possible forms of the 

standardized registers. The application of the analysis using this tool provides and displays all the possible 

structures and their declensions. This study adds all the necessary features and values to the lexical 

concatenating nouns according to their patterns. The accuracy score of the output is 92.7, where the actual 

output depends on the detailed design of the FSM and the specific morphological processes provided to the 

finite state tools.  

Keywords-computational morphology; Urdu language; morphological analyzer; finite-state automata; 

inflection; derivation 

I. INTRODUCTION  

Hindustani is the lingua franca of India and Pakistan, which 
was developed into two standardized registers: Hindi and Urdu. 
The main difference between these two registers is the use of 
different scripts [1]. For example, Hindi uses the Devanagari 
script, while Urdu uses an extended form of the Perso-Arabic 
script. Urdu, Kaithi and Devanagari scripts are indigenous to 
India. The Urdu script is primarily used to write the Urdu 
language, while the Kaithi script is used for various languages, 
including Bhojpuri, Maithili, and Magahi. On the other hand, 
the Devanagari script is used for several languages, including 
Hindi, Marathi, Nepali, and Sanskrit. It is important to note that 
these scripts have evolved and have been influenced by various 
other scripts, such as Arabic, Persian, and Sanskrit. These 
scripts' continued use and preservation are crucial in 
maintaining India's diverse linguistic and cultural identity. In 
Urdu grammar, nouns are classified into two genders: 

masculine and feminine. This classification is based on the 
natural gender of the object being referred to. The number of 
nouns in Urdu can be singular or plural. The plural form of a 
noun in Urdu is formed by adding a suffix to the singular form. 
This system of gender and number classification is an essential 
aspect of the Urdu language and is used extensively in its 
literature and everyday communication [2].  

A. Urdu Morphology   

It is suggested that Hindi and Urdu share 82% of their daily 
vocabulary [1, 3], but this number drops if we move to a more 
specific domain to 69% for tourist phrases. "Hindi" is a very 
loose term covering widely varying dialects. It has been used to 
develop multilingual grammars that can be used for translation. 
Authors in [3] demonstrated that Hindi and Urdu share a 
grammar, but the lexicons diverge hugely beyond basic and 
general registers. Telugu/Kannada uses a Sanskrit-based 
lexicon essentially identical to that of Hindi. Morphology 
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studies how words are formed out of smaller units called 
morphemes [4]. The various morphological processes 
employed in Urdu are: (i). Affixation, (ii) zero-modification, 
(iii) reduplication, (iv) internal-change, and (v) suppletion. 
Morphology is about the structure of words and is mainly 
concerned with the formation of words in human languages [5]. 
Urdu has many examples in which certain words are formed by 
repetitions of the same form. Bloomfield referred to inflection 
as the outer layer of the morphology of word forms and 
derivation as the inner layer. This inflectional affixation is not 
used to produce new words in Urdu, they are used only to 
indicate aspects of the grammatical function of a word. The 
Urdu post-positions: /par/, /se/, and /ne/ may be grouped in 
locative case markers. In three cases, Urdu nouns are inflected 
for two numbers, i.e. singular and plural, direct, oblique, and 
vocative. Urdu verbs have persons, numbers, gender, tense, 
mood, and aspect categories. The Urdu verb form agrees in 
gender and number with the subject. 

B. Inflection  

The affixations that precede or follow a language's root 
depend on the language typology [6]. The inflections of the 
language itself decide the concatenative and non-concatenative 
morphology. Many languages combine between regularity and 
irregularity of their word formation. The decision to address the 
morphology of a language as concatenative or non-
concatenative depends on the grammarians. It is not valid for a 
language to be called non-concatenative language if some 
irregular word-formation processes are detected. What criteria 
have been followed to cluster language inflections or 
derivational? Like other languages, Urdu has regular and 
irregular word formations [7]. The distinction of gender and 
case in nouns in Urdu is inflected for two classes: the first is 
the number, singular or plural, and the second is based on 
declension, marked and unmarked types. Table I shows 
inflection paradigms in nouns. Table II shows noun inflections 
with examples [8]. The distinction is overtly noticed in number, 
gender, and case. 

TABLE I.  INFLECTION PARADIGMS IN NOUNS 

 
Singular Plural 

Direct Oblique Direct Oblique Vocative 

Masculine 
1st -ã -e -õ -o 

2nd   +õ +o 

Feminine 
1st -ī, -i, -I, -yã -iyā̃ -iyõ -iyo 

2nd  +ẽ +õ +o 

TABLE II.  NOUN INFLECTION EXAMPLES 

 
Singular Plural 

Direct Oblique Direct Oblique Vocative 

Masculine 

1st 
larkã 
kuā̃ 

larke 
kuẽ 

larkõ 
kuõ 

larko 

2nd 

seb 

vãlid 

cãkū 
ãdmĩ 

sebõ 

vãlidõ 

cãkuõ 

ãdmiyõ4 

pitão 

 

ãdmiyo 

 

II. URDU COMPUTATIONAL MORPHOLOGY  

Urdu computational morphology studies the way Urdu 
forms and structures words [9]. This field is concerned with 

analyzing and understanding the rules and patterns that govern 
the formation of words in Urdu and using this knowledge to 
develop computational tools to process and analyze Urdu text. 
One of the main challenges in Urdu computational morphology 
is dealing with the complex inflectional and derivational 
morphological processes present in the language [10-12]. For 
example, Urdu verbs have a rich system of inflectional forms, 
which can change depending on factors such as tense, aspect, 
and person. Urdu nouns can also be inflected to indicate case 
and number and can be formed through various derivational 
processes. To address these challenges, researchers in the field 
of Urdu computational morphology have developed several 
different tools and techniques. One popular approach is to use 
rule-based methods, where a set of rules are defined for each 
morphological process, and these rules are then applied to 
words to analyze and generate new forms. Another approach is 
the utilization of statistical methods, where patterns in large 
text corpora are used to train computational models that can 
automatically identify and analyze morphological forms.  

In recent years, there has been a growing interest in using 
deep learning approaches for performing different Natural 
Language Processing (NLP) tasks, e.g. Text Classification 
(TC), Question Answering (QA), Name Entity Recognition 
(NER), Sentiment Analysis (SA), etc. [13-15]. In the same 
way, deep learning techniques have been used for Urdu 
computational morphology. These techniques are effective in 
learning complex patterns in the language and have been used 
to develop many state-of-the-art tools for morphological 
analysis and generation in Urdu [16].  

Urdu is a morphologically rich language with a complex 
system of inflections and derivations [17-19]. The main 
inflectional categories in Urdu include gender, number, case, 
and tense, while the main derivational processes include 
affixation, compounding, and conversion. In computational 
morphology, the task of analyzing and generating the inflected 
and derived forms of words is known as morphological 
analysis and generation [20]. Some computational approaches 
have been proposed for Urdu morphological analysis and 
generation, including rule-based, finite-state, and machine 
learning-based methods. Rule-based methods rely on manually 
crafted rules to analyze and generate inflected and derived 
forms, while finite-state methods use finite-state transducers to 
model the morphological processes of a language [21, 22]. On 
the other hand, machine learning-based methods use data-
driven techniques such as neural networks to learn the 
morphological patterns of a language. One of the significant 
challenges in the computational morphology for Urdu is the 
large number of inflected and derived forms that a word can 
have. The rich inflectional system of Urdu, combined with 
relatively free word order, makes it challenging to analyze and 
generate inflected and derived forms fully automatedly. 
However, recent advances in machine learning techniques have 
shown promise in addressing this challenge. The research on 
Urdu computational morphology is ongoing, focusing on 
developing more accurate and efficient morphological analysis 
and generation methods. This includes the use of neural 
networks, LSTM, and attention-based architectures for 
morphological analysis and generation, which perform well in 
Urdu. 
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III. RESEARCH QUESTIONS  

The research questions for this study focus on the lexical 
processing of Urdu nouns inflection.  

 Question one: Does the Urdu language have a 
concatenative inflective morphology system?  

 Question two: Can finite-state machines process Urdu 
nouns systematically?  

IV. RELATED WORK  

Urdu and Hindi are quite similar on a spoken level, but 
Hindi is written in Devanagari script, which is entirely different 
from the Urdu script. Regarding linguistics, morphology refers 
to the formation of words by focusing on their internal 
structure. Morphology is divided into two classes: inflectional 
morphology and derivational morphology. NLP is the primary 
interface between humans and computers. It is considered a 
branch of Artificial Intelligence (AI). Authors in [23] studied 
rule-based stemmer in Urdu and presented a rule-based 
stemmer for Urdu. They stated that stemming is a process in 
which affixes are separated from their root word. Their work 
was restricted to the Urdu language, which meant that the root 
word was not extracted from other languages like English, 
Persian, and Arabic. This stemming algorithm separated 
prefixes, suffixes, and infixes. It matched the word with the 
affixes and pulled out the word. The system and evaluation 
exhibited 86.5% accuracy. Authors in [24] developed an 
approach for building a finite-state morphological analyzer for 
Urdu and Hindi that is compatible with the XFST tools already 
used in both scripts. That was a part of the ParGram project, 
and they developed a grammar for South Asian Urdu. Very few 
resources exist for this language, and no broad-coverage finite-
state morphological analyzer existed before this study. The 
approach allowed for an underlyingly similar treatment of Urdu 
and Hindi via a cascade of finite-state transducers that 
transliterate the very different scripts into a standard ASCII 
transcription system. The paper has addressed several issues in 
building a finite-state morphological analyzer for Urdu. The 
authors further explored the reduplication in Urdu, again based 
on solutions proposed concerning XFST. The discussion in 
their study mainly revolves around where and how information 
should be encoded concerning the morphology-syntax interface 
that has been defined between finite-state morphological 
analyzers and lexical-functional grammar. An improved 
statistical morph analyzer for Hindi, Urdu, Telugu and Tamil, 
was conducted in [25]. The authors proposed a statistical 
morph analyzer for Indian languages. The gender, number, 
person, and case accuracy was 86.81% for Telugu and 78.97% 
for Tamil. They studied two families of Indian languages, Indic 
and Dravidian, because most Indian languages fall into these 
two groups. Morphological analysis for Indian languages was 
conducted using the rule-based approach. Experiments were 
conducted for the four Indian Languages [ILs] mentioned 
above. The results were compared to Morfette (M) [26] and 
SMA [27] .The authors reported that for all four ILs, SMA++ 
outperforms the other SMAs. For Hindi and Urdu the 
L+G+N+P+C accuracy was 85.87%. For Telugu, the accuracy 
was 86.81%, and for Tamil, it was 78.97%. Authors in [28] 
reported a rule-based implementation of a morphological 

analyzer for Hindi. The study focused on designing a 
morphological analyzer for Hindi, a language rich in 
morphemes, which can be used for machine translation, which 
works on a rule-based approach and maintains a database for 
exceptions. The authors propose that the system's accuracy is 
very high as all the possible exceptions are covered. The word 
sense disambiguation can be integrated with this analyzer so 
that the words having multiple senses can be analyzed 
accurately. Authors in [29] studied the influence of 
morphology on word recognition in Hindi and Urdu. Hindi 
showed priming for morphologically and form-related primes, 
but the morphology study was not advantageous. Urdu showed 
faster latencies for targets preceded by morphologically related 
primes relative to those preceded by form-related primes. The 
evidence shows that the phonological, orthographic, and 
semantic/syntactic characteristics influence the visual 
recognition of the words presented in isolation. Targets were 
Urdu words of one syllable paired with two-syllable primes of 
three types.  

V. FINITE STATE MACHINE (FSM) 

An FSM is a mathematical model representing a language's 
morphological processes [30]. In the case of Urdu, an FSM 
could be used to model the language's inflectional and 
derivational processes and generate inflected and derived forms 
of words. FSMs are used to identify the regularity forms in a 
language by using a regular expression to perform the process 
of inflection morphology. The computational and linguistic 
components are represented together to produce the correct 
grammar forms using FSMs. The machines are used in NLP to 
construct lexical analyzers and to compile derivational and 
inflectional rules of language morphology using finite state 
tools, and a lexical analyzer was developed for the Urdu 
nominal system. A regular expression and the inflectional rules 
of the natural language can represent the set of strings S. The 
processing and the output can be represented and recognized by 
the FSA as shown in Figure 1. 

 

 

Fig. 1.  Finite-state automaton. 

Formally, a finite-state is represented by M =(S, ∑, s0, δ, F) 
where: S a finite set of states, S= {S0, S1, S2, S3}, Σ is a finite 
set of input symbols called the alphabet (root. reg, Infl. reg, 
Num., Gen), δ is a transition function (δ: S × Σ → S), S0 is the 
start state (s0 ∈ S), and F is a set of finite states called accepting 
or final states. In Figure, it is F ⊆ S3). 

VI. LEXICON  

Lexicon generates entries for computational morphological 
analysis in the framework of finite-state morphology and uses 
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the concepts of the Xerox/Helsinki Finite-State Transducer 
LEXC Tools. Dictionaries often list many inflection classes 
and different types of LEXC entries [4]. A lexicon entry needs 
a general method that is prepared to accept almost any surface 
word. The resulting entries are combined with affixes and 
composed-intersected with the rule FSTs. The string pairs 
represented by the FST are produced in a human-readable 
form. The system is extensively redesigned and built using 
Xerox finite-state technology. Figure 2 shows a lexicon sample 
for creating the rules and the necessary morphological 
information for Urdu noun forms. The symbols used in the 
lexicon are based on the root and the inflectional information 
and are added based on rules which process all the entries and 
produce the output. 

 

 

Fig. 2.  Lexicon sample. 

VII. RESULTS 

After performing the morphological parsing and building 
the dictionary using the finite-state algorithm, given the roots 
and linguistic information, a determination algorithm is used to 
get the p-subsequential transducer. The determinization 
algorithm performs the composition in which the transitions are 
labeled with the input and output linguistic features. They must 
be added to the root as the input. The output is the various word 
forms along with linguistic features. Figure 3 represents the 
process of morphological parsing for the noun forms of Urdu. 
The processing starts from zero state to state one, where the 
base form is linked with all the possible forms, such as plural, 
number, gender, and case. For example, in the roots /lark/, and 
/ādm/, the transitions are labeled with the category and 
inflection features, such as noun, masculine/feminine, and 
singular/plural suffixes. Another example is processing the root 
with the oblique/vocative forms and all other possible forms. 
The components seen in Figure 3 are:  

 Thirteen states 

 The first state is s0 and the final state is s12.  

 21 transitions (arcs) 

 Σ: {(roots: lark, adam), (suffixes: ā, õ, ī, iyā̃, iyo, e, iyõ)} 

 Used symbols: +PL/P refers to the plural form, +SG/S 
stands for singular, +MS/M stands for masculine, +F stands 
for feminine, +D stands for direct, +O stands for oblique, 
and +V stands for vocative.   

 

 
Fig. 3.  Data representation sample using finite-state automata. 

VIII. TRANSITION FUNCTION MATRIX 

Table III shows the transition process of the FSM and the 
linguistic layers of morphological forms of the proposed 
model.  

TABLE III.  TRANSITION TABLE  

From To Output 

0 s1, s8 lemmas 

s1, s8 
s2, s3, s4, s5, s6, s7, s9, 

s10, s11 
Various inflections 

s1, s2, s3, s4, s5, s6, s7, 

s9, s10, s11 
s12 

All the possible 

linguistic features 

 

 

Fig. 4.  Data processing with linguistic information. 

Figure 4 represents the transition processing of the 
deterministic algorithm using the developed lexicon. For 
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instance, this sample has 10 roots and 12 inflection forms. The 
transition performs using 70 states, 85 arcs, and 20 paths. All 
the possible forms are generated with other linguistic 
information related to nouns in Urdu. Figure 5 shows a sample 
of one possible output wordlist of an FSM for the Urdu 
language and the readable output with all the needed features of 
the Urdu nominal systems. The first generated form is the 
singular and the plural nouns. Then the number, gender, and 
person singular and plural nouns are generated. 

The output data extracted from the developed lexicon are 
evaluated with the correct forms of the different types of nouns 
in Urdu: the proposed computational algorithm and linguistic 
analysis were assessed with the high accuracy of 92.7%. Table 
IV displays the obtained results. 

 

 
Fig. 5.  Singular and plural output wordlist sample. 

TABLE IV.  STATISTICAL ANALYSIS DATA AND RESULTS 

Data 

(roots)  

Correct 

output 

Generated 

forms  

Accuracy 

2000 95.4% 30.000 92.7% 

1000 96.6% 15.000 90.4% 

 

The above statistical analysis shows that Urdu has a 
concatenative morphological system. The Deterministic Finite-
State Morphological Analyzer tool is designed to analyze the 
morphology of Urdu nouns. It operates based on a FSM, which 
allows it to accurately identify and classify the various 

morphemes that make up a given word. This tool is highly 
effective in identifying the root of a word, as well as its various 
inflections and derivations. Its deterministic nature ensures 
consistent and reliable results, making it an essential tool for 
researchers working with language data. 

IX. DISCUSSION  

In this work, an attempt was made to develop a 
morphological analyzer for the low-source language Urdu. The 
first research question focused on the concatenative nature of 
Urdu noun forms. The study utilized an FSM to generate a 
morphological analysis of Urdu nouns. Figure 3 displays the 
regularity in most of the nominal forms of Urdu, which is 
consistent with previous research on the topic [9, 18, 24]. The 
study's findings reveal that Urdu has a concatenative system in 
the context of the noun forms, consistent with [18] in which it 
was reported that Urdu has a concatenative inflective 
morphology system. However, there are some exceptions when 
it comes to causative verbs, which can exhibit stem-internal 
changes in some instances. The data highlight the significance 
of comprehending the linguistic characteristics of all potential 
inputs that can be utilized by the tool. This understanding can 
ultimately result in improved output quality. 

The finite-state tool was utilized to process noun inflection 
in Urdu. Figure 2 shows the lexicon development and rule 
generation to enable the FSM to produce all possible noun 
forms, each with its corresponding linguistic description. This 
approach effectively addressed the research question two. This 
study analyzed the rules and patterns that govern the formation 
of words in Urdu. The goal was to develop computational tools 
to process and analyze Urdu inflections. By understanding the 
intricacies of Urdu word formation, the accuracy and efficiency 
of language processing tools can be improved. The output 
displays various inflected forms of Urdu nouns, such as 
singular and plural forms, cases, and different grammatical 
genders. The specific morphological processes provided by the 
finite state tools and the detailed design of the FSM determine 
the actual output. The accuracy score of the analysis is above 
90%. The FSM ensures accuracy and completeness in 
analyzing and creating these forms. This approach achieves a 
comprehensive understanding of noun forms, allowing for 
precise communication in written language. 

X. CONCLUSION  

This paper focused on the Urdu computational morphology 
using finite states to generate a morphological analysis for 
Urdu nouns. This study is concerned with analyzing and 
understanding the rules and patterns governing the formation of 
Urdu words. The objective is to use this knowledge to develop 
computational tools to process and analyze Urdu nouns. The 
output showcases Urdu nouns' inflected and derived forms, 
including singular and plural forms, various cases, and 
grammatical genders. The specific morphological processes 
used by the finite state tools, along with the detailed design of 
the finite state machine, determine the precise output. Overall, 
this paper contributes to computational morphology by 
comprehensively understanding finite-state technology's use in 
analyzing Urdu nouns' morphology. This study is limited to 



Engineering, Technology & Applied Science Research Vol. 13, No. 3, 2023, 11026-11031 11031  
 

www.etasr.com Alblwi et al.: A Deterministic Finite-State Morphological Analyzer for Urdu Nominal System 

 

Urdu noun forms analysis, and future studies will focus on 
other lexical categories of Urdu.  
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