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ABSTRACT 

Imbalanced data classification is a demanding issue in data mining and machine learning. Models that 

learn with imbalanced input generate feeble performance in the minority class. Resampling methods can 

handle this issue and balance the skewed dataset. Cluster-based Undersampling (CUS) and Near-Miss 

(NM) techniques are widely used in imbalanced learning. However, these methods suffer from some 

serious flaws. CUS averts the impact of the distance factor on instances over the majority class. Near-miss 

method discards the inter-class data within the majority of class elements. To overcome these flaws, this 

study has come up with an undersampling technique called Adaptive K-means Clustering Undersampling 

(AKCUS). The proposed technique blends the distance factor and clustering over the majority class. The 

performance of the proposed method was analyzed with the aid of an experimental study. Three 

multiminority datasets with different imbalance ratios were selected and the models were created using K-

Nearest Neighbor (kNN), Decision Tree (DT), and Random Forest (RF) classifiers. The experimental 

results show that AKCUS can attain better efficacy than the benchmark methods over multiminority 

datasets with high imbalance ratios. 

Keywords-K-means clustering; multiclass; resampling; skewed; undersampling

I. INTRODUCTION  

Most of the real-world available data, e.g. for medical 
diagnosis, credit card transactions, fault detection, and activity 
recognition, are imbalanced. The term imbalance is a reflection 
of the difference in frequency of data distribution over the 
various classes in the dataset. The frequency of data present in 
one class is often higher than the frequency of the other classes. 
In terms of probability, the prior probabilities of various classes 
are different. For a binary class imbalanced problem, there is 
one minority class and one majority class. Training a model 
with this imbalanced data induces a bias towards the majority 
class. For a multi-class environment, imbalance has a bit 
different presentation. Data imbalance can occur in one of two 
ways: one majority class with numerous minority classes 
(multiminority case) and one minority class with numerous 
majority classes (multimajority case) [1]. 

Three things should be noted while working with 
imbalanced data. (a) There is a great difference in the 
frequency of the elements present in majority and minority 
classes. (b) Minority class data have a small probability of 
occurrence, so it is challenging to obtain new minority 
instances from the real world. (c) The classification result is 
much more influenced by the majority class instances, so the 

classification model is biased towards the majority data [2]. 
However, the interesting fact is that while the overall accuracy 
of the model is high, the minority classification is near to zero. 
This is corrected with the aid of resampling techniques. 

Resampling techniques make the skewed dataset balanced. 
Resampling can be done in the form of oversampling, 
undersampling, or in hybrid mode. Oversampling techniques 
add new synthetic data to the minority classes for making the 
dataset balanced. Undersampling techniques eliminate data 
from the majority classes. Hybrid techniques are combinations 
of both to make the dataset balanced [3]. Oversampling 
technique expands the real data with synthetic samples and 
these synthetic data may overlap with the actual instances of 
other classes. Random oversampling, Synthetic Minority 
Oversampling Technique (SMOTE), and Adaptive Synthetic 
(ADASYN) are the most popular oversampling techniques. 
Undersampling techniques eliminate data from the majority 
class and this elimination will sometimes be reflected in the 
form of prominent data loss [4]. For balancing the skewed data, 
an appropriate resampling technique can be chosen from the 
available techniques. 

The major contribution of this study is the proposal of an 
undersampling technique for multiminority dataset 
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classification. The proposed work is implemented with 
adaptive K-means clustering algorithm [5]. The proposed 
technique is named Adaptive K-means Clustering 
Undersampling (AKCUS). Another important factor to be 
considered is the imbalance ratio of the datasets which is used 
for model training. Another contribution of this work is the 
reduction of the ratio of skewness among various classes. The 
effectiveness of the proposed algorithm over 3 multiminority 
datasets with imbalance ratios of different levels is described. 

II. RELATED WORKS 

Several undersampling techniques are proposed in the 
literature. Most of them recognize the less informative 
occurrences, on account of the redundancy involved. Tomek 
links are pairs of instances which belong to different classes 
and are mutually nearest neighbors. These Tomek links from 
the dataset were eliminated in [6]. Edited Nearest-Neighbor 
(ENN) rule, removes those data points which belong to 
different classes from a majority set with K nearest neighbors 
[7]. Condensed Nearest Neighbor (CNN) is another 
undersampling technique which chooses a subset from the 
training set such that each data in the training set and its nearest 
neighbors in the subset belong to the same class. This 
technique is slower as it requires multiple passes over the 
training dataset [8]. Near-Miss (NM) method performs data 
undersampling in the majority class [9]. This is done by 
identifying their distance to every other data in the same class. 
Authors in [10] proposed the UnderBagging technique, in 
which in every iteration the dataset is undersampled randomly. 
Sorting of undersampled data depending on the corresponding 
weighted Euclidean distance from the minority data was 
proposed in [11]. Authors in [12] proposed a method which 
uses a collection of hardness measures for classification and 
they found that instance hardness is mainly caused by the 
overlapping of classes. Authors in [13] proposed a cluster-
based approach of undersampling to balance the dataset and the 
classification was done with the aid of back propagation neural 
networks [13]. Authors in [14] proposed a hybrid algorithm 
which combines methods like EUS, AdaBoost, cost sensitive 
modification, and adaptive boundary decision strategy. 
EUSBoost [15] incorporates Random Undersampling (RUS) 
with Boosting algorithm and outperforms the existing 
proposals with the use of evolutionary undersampling 
approach. EasyEnsemble [16] is an ensemble of ensembles 
which trains a classifier for every new bag, and each bag is 
trained by AdaBoost. For multiclass skewed distributions, no 
specific methods are proposed. 

In this study, a resampling mechanism for multiminority 
datasets is proposed and its effectiveness is measured. 

III. PROPOSED WORK 

Undersampling is the process of removing excess data from 
a skewed dataset in order to make it balanced. Majority class 
data are considered for clustering and in this work, adaptive k-
means clustering is done over the majority class. The different 
clusters are identified, and data elimination was conducted over 
these clusters. The proposed method can be applied in real 
world multiminority datasets. 

In cluster center-based undersampling, the primary stage is 
to split the skewed binary class dataset into training data and 
testing data. The training data are arranged based on the 
majority and minority sets. Undersampling is applied in order 
to eliminate the excess number of elements present in the 
majority set. In this method, the majority data are portioned 
into different bags and on each bag RUS is performed. Each 
undersampled bag is clubbed with the minority class for 
training the model. K clusters are formed, this K being the 
same with the number of elements present in the minority set 
(K=N). These K clusters are produced over M samples of the 
majority set. The entire majority set is replaced by cluster 
centers. The mean of data present in a cluster is treated as the 
cluster center. The nearest K neighbors of the cluster center are 
removed in order to obtain a balance among the majority class 
and the minority class [17]. 

The proposed Adaptive K-Means Clustering 
Undersampling (AKCUS) technique uses the Adaptive K-
means algorithm. This algorithm calculates the cluster center 
effectively. The center points for multiclass data clusters can be 
identified by the algorithm. The majority class data are 
considered for clustering. This algorithm selects K elements 
from the set of the majority class. These selected elements are 
treated as seed. The properties defined by each element define 
the properties of the corresponding cluster. Euclidean distance 
is used to compute the distance [15]. The distance between 
each element and a cluster, the distance between two elements, 
and the distance between two clusters are computed. For two 
elements, P1 and P2, with n dimensions, the distance can be 
calculated as: 

     
2 2 2

11 21 12 22 1n 2nP P P PD . P P       (1) 

where P1= (P11, P12, P13, …. P1n) and P2= (P21, P22, P23, …. P2n). 

In this algorithm, the distance between the clusters is 
identified and the value is stored in an array in the form of a 
triangular matrix. The shortest distance between the clusters 
Dmin is recognized and the nearest clusters are also recognized. 
Cluster formation, corresponding centroid calculations, and 
farthest data elimination are mentioned in the algorithm: 

Algorithm of the proposed AKCUS: 

Step 1: Get the multiclass imbalanced dataset and identify 
the majority and minority classes. 

Step 2: Compute the mean frequency of the minority class 
records and let it be stored in a variable called Freq. 

Step 3: Identify the excess data of the majority class from 
the Freq data and let it be stored in a variable called excess. 

Step 4: Take one majority class data for under-sampling. 

Step 5: Apply adaptive K-means clustering algorithm to 
find the cluster points of the majority class. 

1. Convert the data format from array to vector.  

2. Select k elements from the majority class and assign these 

elements as seed of the cluster. 
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3. Compute the distance between each element and seed 

using the Euclidean distance formula. 

4. Compute the threshold value of the shortest distance 

between clusters Dmin. 

5. Compare every distance with this threshold value and then 

update the cluster centroid. 

a. For any element Pi, which does not belong to any 

cluster, the distance of Pi from each cluster is 

computed. If the distance is 0 for a cluster, Pi is 

assigned to that cluster, and the algorithm proceeds to 

the next non-clustered element.  

b. Element Pi is assigned to the closest cluster when the 

distance between Pi and the cluster is less than distance 

Dmin. 

c. If the value of Dmin is below the distance of the element 

from the nearest cluster, the two closest clusters C1 and 

C2 are selected and are merged in C1. Cluster C2 is 

eradicated by eliminating all the instances belonging to 

it and its image is removed. After that, the new instance 

is added to this empty cluster for creating a new cluster.  

6. The above steps are repeated based on the threshold value, 

and the centroid values are updated. 

Step 5: Find the distance between each element and the 
corresponding centroid of the cluster. 

Step 6: The elements with the largest distance are discarded 
from the dataset.  

Step 7: Apply Step 6 for excess/k number of times in each 
cluster. 

Step 8: Apply Step 4 to Step 7 for the other majority class 
data.  

Step 9: Finally concatenate the minority class subset and 
reduced majority class subsets. 

IV. EXPERIMENTAL STUDY 

The proposed resampling technique in conjunction with 
various machine learning algorithms was used in this study. 
The input dataset was extracted from the KEEL data 
repository. Multiminority datasets with different imbalance 
ratios were chosen. The implementation was done in 
MATLAB. Figure 1 shows the different stages of the 
experiment. The different stages are: 

 Selecting three multiminority datasets with different 
imbalance ratios from the KEEL repository. These datasets 
are of 3-class classification.  

 Data pre-processing was done over the selected datasets for 
removing noisy data.  

 The data were split in 75:25 training-testing ratio.  

 Classifiers like K-Nearest Neighbors (K-NN), Decision 
Tree (DT), and Random Forest (RF) were applied, and the 
corresponding model performance was evaluated. 

 Resampling techniques like AKCUS, RUS, ENN, and NM 
were applied to the training data.  

 The resampled data with different techniques were used to 
create models with K-NN, DT, and RF and the model 
performance was evaluated. 

 The performances of various models before and after 
applying various resampling techniques are analyzed. 

 

 

Fig. 1.  Various stages in the study. 

A. Data Used 

A list of experiments was conducted to study the 
effectiveness of the proposed AKCUS algorithm. The 
empirical review was conducted on multiclass skewed datasets 
available in the KEEL data repository [18, 19]. Three 
multiminority datasets, namely New-Thyroid, Thyroid, and 
Wine were chosen. The information related to these datasets is 
given in Table I. The original data distribution plots of the 
datasets are shown in Figure 2. 

B. Resampling Methods Used 
In the data pre-processing stage, records were validated, 

and imbalanced datasets were transformed into balanced with 
the aid of resampling techniques. The proposed AKCUS was 
applied over the datasets and the classification results were 
compared with those of the existing undersampling techniques 
RUS, ENN, and NM.  
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C. Selected Classifiers 

K-NN, DT, and RF were chosen for creating models in this 
experiment. 

D. Performance Evaluation 

The performance of different models that were built with 
the several resampling techniques and classifiers were assessed 
with the aid of the confusion matrix [20]. Confusion matrix 
denotes True Positive (TP), True Negative (TN), False Positive 
(FP), and False Negative (FN) values. Using the confusion 
matrix, different metrics like accuracy, error, precision, F1-
score, and G-mean of various models can be calculated. 

TABLE I.  DATASET INFORMATION 

Dataset 

name 

No of 

instances 

Imbalance 

ratio 
Attributes 

Class 

label 

No. of 

records 

New-Thyroid 215 5 6 

Normal 150 

Hyper 35 

Hypo 30 

Thyroid 720 40.16 22 

1 17 

2 33 

3 666 

Wine 178 1.48 14 

1 59 

2 71 

3 48 
 

V. RESULTS AND DISCUSSION 

The learning capability of different models can be 
identified with the help of performance metrics. In this study, 
all the datasets employ a data split of 75:25 ratio of model 
training and testing. The data distribution before and after 
applying the resampling methods is represented in Table II. 
Both RUS and NM bring similar numbers of elements after 
resampling. The selected datasets have multiple minority 
classes and a single majority class. In this experiment, the 
resampling occurs over the majority class. 

TABLE II.  DATA DISTRIBUTION BEFORE AND AFTER 
RESAMPLING 

Dataset 

Skewed data 

distribution 

After undersampling 

RUS/NM ENN AKCUS 

c1 c2 c3 c1 c2 c3 c1 c2 c3 c1 c2 c3 

New-

Thyroid 
147 35 37 20 20 20 113 20 18 25 25 25 

Thyroid 17 37 666 11 11 11 11 3 458 12 12 12 

Wine 57 71 38 29 29 29 40 38 29 30 30 30 

 
To evaluate the effectiveness of AKCUS, a comparison was 

made between the performance metrics of different datasets. 
The results of a selected dataset with different balancing 
techniques as well as with different classifiers were considered. 
Initially, consider the New-Thyroid dataset and its performance 
metrics (Table III). It is evident that the model with RF 
classifier and AKCUS resampling technique over the New-
Thyroid dataset achieved better performance than the other 
models. K-NN classifier works its best with the RUS sampled 
dataset. Classifiers DT and RF give promising results with 
AKCUS balanced datasets. Figure 3 represents the comparative 
chart of performance over various techniques applied over the 
New-Thyroid dataset. 

 

Fig. 2.  Data distribution of the datasets. 

 
Fig. 3.  Result comparison of various techniques over the New-Thyroid 

dataset. 

TABLE III.  PERFORMANCE METRICS OF NEW-THYROID 
DATASET 

Resampling 

technique 
Classifier Accuracy Error Precision F-Score G-mean 

Imbalanced 

set 

K-NN 0.875 0.125 0.9477 0.8079 0.8051 

DT 0.9063 0.0938 0.9275 0.8725 0.8737 

RF 0.9531 0.0469 0.9783 0.9379 0.9289 

RUS 

K-NN 0.9454 0.0546 0.9687 0.9425 0.9387 

DT 0.8545 0.1455 0.8439 0.8549 0.8597 

RF 0.9531 0.0469 0.9783 0.9361 0.9305 

NM 

K-NN 0.8363 0.1637 0.8438 0.8369 0.8539 

DT 0.8181 0.1819 0.8303 0.8207 0.8414 

RF 0.8545 0.1455 0.8558 0.8567 0.8763 

ENN 

K-NN 0.9090 0.091 0.9509 0.9031 0.9109 

DT 0.8727 0.1273 0.893 0.8733 0.8763 

RF 0.9272 0.0728 0.9595 0.9213 0.9266 

AKCUS 

K-NN 0.875 0.125 0.9477 0.8079 0.8051 

DT 0.9688 0.0313 0.9589 0.9589 0.8051 

RF 0.9818 0.0182 0.9888 0.9828 0.9832 

 

The thyroid dataset (Table IV) is another multiminority 
dataset. The model with DT classifier along with AKCUS 
resampling achieves better performance than the other models. 
KNN classifier performs its best with imbalanced data and 
AKCUS balanced dataset. DT and RF classifiers achieve their 
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best with AKCUS balanced dataset. Figure 4 shows the 
comparative chart of the performance over various techniques 
applied over the Thyroid dataset. 

 

 

Fig. 4.  Result comparison of the Thyroid dataset. 

TABLE IV.  PERFORMANCE METRICS OF THYROID 
DATASET 

Resampling 

technique 
Classifier Accuracy Error Precision F-Score G-mean 

Imbalanced 

set 

K-NN 0.9954 0.0046 0.9983 0.9735 0.9673 

DT 0.9861 0.0139 0.949 0.9204 0.9295 

RF 0.9815 0.0185 0.8804 0.848 0.9004 

RUS 

K-NN 0.3944 0.6059 0.3623 0.2603 0.384 

DT 0.9611 0.0389 0.7679 0.9 0.8567 

RF 0.95 0.05 0.7476 0.8348 0.8567 

NM 

K-NN 0.1111 0.8889 0.3473 0.1443 0.4008 

DT 0.9611 0.0389 0.7976 0.8726 0.8867 

RF 0.8555 0.1445 0.6623 0.7052 0.7694 

ENN 

K-NN 0.9111 0.0889 0.4198 0.3927 0.4019 

DT 0.9277 0.0723 0.8455 0.569 0.6712 

RF 0.9333 0.0667 0.8957 0.5882  0.6922 

AKCUS 

K-NN 0.9954 0.0046 0.9983 0.9735 0.9673 

DT 0.9907 0.0093 0.9507 0.937 0.9673 

RF 0.9861 0.0139 0.949 0.9204 0.9295 

 

The last multiminority dataset taken into consideration is 
the Wine dataset. Table V shows the metrics for the Wine 
dataset with different resampling methods and classifiers. Τhe 
models with AKCUS did not perform better than the other 
models. KNN classifier performs its best with RUS sampled 
data. DT classifier achieved its best with NM and ENN. RF 
achieved its best with the imbalanced dataset, because the 
difference in the ratio of data among different classes is very 
low in Wine, so the proposed algorithm is not able to achieve 
better performance and this dataset can be considered as a 
special case. Figure 5 shows the comparative chart of the 
performance of various techniques over the Wine dataset. 

The performance of the imbalanced dataset with different 
resampling techniques and classifiers are specified above. From 
the metric tables it was clear that AKCUS technique produces 
better results for all the datasets except the Wine dataset. The 
ratio of data imbalance was also considered while performing 
resampling. For the Wine dataset, the imbalance ratio is very 
low, so the balancing techniques were not much reflected. The 
imbalance ratio also acts as a factor while resampling measures 
are applied. Undersampling techniques sweep out some data 

that are available in the dataset and this will sometimes reflect 
badly on the data distribution. The proposed method sweeps 
out samples which are not very relevant for the learning 
process. 

 

 

Fig. 5.  Result comparison of the Wine dataset. 

The Thyroid dataset, with a high imbalance ratio of 40.16, 
shows promising results with the proposed resampling 
technique. The New-Thyroid dataset with imbalance ratio of 5 
shows better results with our proposed resampling technique. 
However, in the Wine dataset, with imbalance ratio of 1.48, the 
proposed method did not show much success. 

TABLE V.  PERFORMANCE METRICS OF WINE DATASET 

Resampling 

technique 
Classifier Accuracy Error Precision F-Score G-mean 

Imbalanced 

set 

K-NN 0.7042 0.2958 0.6951 0.687 0.7733 

DT 0.8592 0.1408 0.8478 0.8314 0.8756 

RF 0.97 0.03 0.96 0.947 0.95 

RUS 

K-NN 0.9761 0.0239 0.9666 0.9717 0.9728 

DT 0.9047 0.0953 0.9166 0.9166 0.9166 

RF 0.95 0.05 0.939 0.947 0.9494 

NearMiss 

K-NN 0.97 0.03 0.966 0.97 0.9724 

DT 0.9285 0.0715 0.9473 0.9196 0.9265 

RF 0.95 0.05 0.939 0.947 0.9494 

ENN 

K-NN 0.97 0.03 0.966 0.97 0.9724 

DT 0.9285 0.0715 0.9166 0.9178 0.9269 

RF 0.95 0.05 0.939 0.947 0.9494 

AKCUS 

K-NN 0.7183 0.2817 0.7313 0.7054 0.7928 

DT 0.8451 0.1549 0.8397 0.8205 0.7928 

RF 0.9577 0.0423 0.95 0.9534 0.9722 

 

VI. CONCLUSION 

Machine learning models for classification created with 
imbalanced data have a bias towards the majority class, 
affecting the classification process. In this study, a new 
undersampling technique named Adaptive K-means Clustering 
Undersampling (AKCUS) is proposed for multiclass skewed 
data classification. AKCUS performs well with multiminority 
cases of imbalanced data. As undersampling removes elements 
from the actual dataset, sometimes this removal will affect the 
loss of prominent data. The proposed AKCUS algorithm is 
concerned about the prominent elements in multiple classes 
and its removes data which are not very relevant to the 
classification process. In this work, the imbalance ratio was 
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considered as an important factor. The proposed algorithm 
works well with multiminority datasets that have high 
imbalance ratio. If the imbalance ratio is low, the result is not 
much affected by the resampling procedure. So, the proposed 
algorithm produces promising results for datasets with high 
imbalance ratio. This work can be extended to tackle the bias 
over big data models. 
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