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Abstract. In this paper we present some features that may be used in person gait 

recognition applications. Gait recognition is an interesting way of people identification. 

During a gait cycle, each person creates unique patterns that can be used for people 

identification. Also, gait recognition methods ordinarily do not need interaction with a 

person and that is the main advantage of these methods. Features used in a person gait 

recognition methods can be obtained with widely available RGB and RGB-D cameras. 

In this paper we present a two features which are suitable for use in gait recognition 

applications. Mentioned features are height of a person and step length of a person. 

They may be extracted and were extracted from depth images obtained from RGB-D 

camera. For experimental purposes, we used a custom dataset created in outdoor 

environment using a long-range stereo camera. 

Key words: Gait Recognition, Gait Energy Image, Backfilled Gait Energy Image, 

Height of a Person, Step Length of a Person. 

1. INTRODUCTION 

People may be identified using different biometric methods. Examples of these methods 

are fingerprint, retina and iris recognition (identification based on eye features), facial 

recognition, keystroke dynamics, voice recognition etc. Generally, they may be divided in 

physiological and behavioral biometric methods. Physiological biometric methods include 

fingerprint, retina and iris recognition, hand geometry, facial recognition etc., while behavioral 

biometric methods include methods like keystroke dynamics, voice recognition, person 

signature recognition, gait recognition etc.  
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Most of the above listed methods need some kind of interaction with a person during an 

identification process. On the other hand, gait recognition is a method that ordinarily does not 

need any interaction with a person during identification process. Using some type of long-

range cameras (e.g. ZED stereo camera) some facial recognition methods also may be 

conducted without interaction with a person. Today’s gait recognition approaches, which are 

in use, are model-based or appearance-based. Model-based approach ordinarily exploits 

different parts of human body to create a model that are in use for identification purposes. 

Some of human body parts that are ordinarily in use with model-based approaches are legs, 

arms, etc. In other words, some measures related to mentioned body parts are in use (e.g. arm 

length). Appearance-based approach ordinarily uses persons’ silhouette representations. 

Research related to gait recognition usually has been done using RGB or RGB-D cameras 

(also sometimes called RGB and RGB-D sensors) and datasets that were created with them. 

Earlier were used RGB cameras, but today in use also are RGB-D cameras. RGB-D camera 

provides depth data along with RGB data. The most of research that has been done using 

RGB-D cameras were realized using Kinect sensor developed by Microsoft. Kinect sensor 

provides RGB data along with depth data.  

In this paper we analyze some features that may be used along with well-known gait 

recognition methods. These features are height of a person and step length of a person. 

Both features may be obtained from depth images of RGB-D camera. Gait recognition 

methods that were used along with mentioned features are, appearance-based methods, 

GEI (Gait Energy Image) [1] and BGEI (Backfilled Gait Energy Image) [2].  

GEI is an image that contains silhouettes (aligned, normalized and averaged) of a 

person over a gait cycle. BGEI is similar to the GEI, also represents an image with a 

person silhouettes, but silhouettes of a person are back filled from front most pixels.   

2. RELATED WORK 

In the field of gait recognition there is a large number of works. Approaches that deal 

with gait recognition are usually divided in two types: model-based approach and 

appearance-based approach. Model-based approach uses explicit models to represent and 

track different parts of human body (such as, e.g. legs or arms) over time while appearance-

based approach ordinarily uses human silhouettes that are extracted from RGB or depth 

images. Appearance-based approach usually does not use explicit models.  In this paper we 

generally focused on some appearance-based approaches.  

Han and Bhanu [1] presented a spatiotemporal gait representation called Gait Energy 

Image (GEI). GEI is an image that contains averaged silhouettes, normalized and aligned, 

of a person during a gait cycle.  

Sivapalan et al. [3] presented a Gait Energy Volume (GEV). Authors [3] extended GEI 

with a 3D and used reconstructed voxel volumes instead of temporally averaging segmented 

silhouettes. 

Sivapalan et al. [2] also presented Backfilled Gait Energy Image (BGEI). BGEI is a 

feature that may be constructed using side-view silhouettes or frontal depth images. 

BGEI is an image, such as GEI, with a person silhouettes, but silhouettes of a person are 

back filled from front most pixels.   
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Hofmann et al. [4] used depth information with a GEI in a way that GEI required 

silhouettes were calculated using a depth data. Also, authors [4] proposed and a feature 

defined as Depth Gradient Histogram Energy Image (DGHEI).  

Arora and Srivastava [5] presented Gait Gaussian Image (GGI), a period based gait 

technique that is used for feature extraction of gait image during a gait cycle.  

Iwashita et al. [6] presented an approach in which an image that contains a human 

body is divided in multiple areas. For every mentioned area features are extracted and 

used in gait recognition process.  

Ramakić et al. [7] and Lenac et al. [8] presented approaches where they used appearance-

based methods, such as GEI and BGEI, and height feature obtained from depth images for 

gait recognition tasks.  

Lenac et al. [8] presented HGEI-i and HGEI-f methods where in case of first method, 

HGEI-i, early fusion of information is realized while HGEI-f performs late fusion of 

information. HGEI-i represents a method for gait recognition where are combined GEI 

features and feature height of a person in a way that height of a person is added as one of 

a features alongside features obtained from GEI. Then, classification process is realized 

after integration of GEI features and height of a person feature. In HGEI-f method, GEI 

and height of a person are separately considered and based on results from each 

classifications single prediction is made.  

Ramakić et al. [9] also presented a method for gait recognition that exploits 

silhouettes of a person along with height of a person and step length of a person.  

Chattopadhyay et al. [10] presented a Pose Depth Volume (PDV) feature for frontal 

gait recognition.  

Bashir et al. [11] proposed a gait representation called Gait Entropy Image (GEnI). 

GEnI encodes in a single image the randomness of pixel volumes in the silhouette images 

over a gait cycle.  

Portillo-Portillo et al. [12] presented an approach for a gait recognition. Mentioned 

approach exploits GEI and Direct Linear Discriminant Analysis (DLDA) in order to 

create a view invariant model for identification.   

Lishani et al. [13] proposed an approach which is based on the Haralick features 

extracted from GEI.  

Rudek et al. [14] presented a method for a gait classification based on analysis of the 

trajectory of pressure centers extracted from a feet contact point with a ground. 

3. FEATURE EXTRACTION 

Features that were extracted and used in gait recognition process are real height of a 

person and step length of a person. The main idea in this paper is using additional 

features along with well-known appearance-based gait recognition methods such as GEI 

and BGEI.  

3.1. GEI and BGEI 

GEI represents person’s silhouettes (aligned, normalized and temporally averaged) 

over a gait cycle in one image. GEI is defined as:  
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where N is the silhouette frames number in gait cycle, t is the frame number in gait cycle 

at moment of time, I(i, j) is the original silhouette image with (i, j) values in the image 

coordinate. Examples of GEI images for three people and for three different datasets are 

shown in Fig. 1. First row shows GEI images from own custom dataset created with a 

long-range stereo camera, second row shows GEI images from well-known Casia Dataset 

B [15] [16] [17] and third row shows GEI images also from well-known TUM Gait from 

Audio, Image and Depth (GAID), TUM-GAID [18] dataset. 

 

   
 

 

 

 

 

 
 

 

 

 

 

 

Fig. 1 Examples of GEI images, for three different people, from own custom dataset, 

Casia Dataset B [15] [16] [17], and TUM-GAID [18] dataset 

BGEI is created as well as GEI, with difference that BGEI is constructed by first back 

filling the binary silhouettes, where the front most pixel on each row is found and from it 
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filled to the back of the image. Examples of BGEI images, for three different people, for 

our own custom dataset and TUM-GAID dataset are shown in Fig. 2.  

  

   

 

   

Fig. 2 Examples of BGEI images, for three people, from own custom dataset and  

TUM-GAID [18] dataset 

3.2. Height of a person and step length of a person 

Height of a person and step length of a person were extracted from depth images. Depth 

images contain information about distance of specific object from a camera. Using 

mentioned information real height of a person and step length of a person may be estimated.  

These two features are conceptually simple and robust features which can be easily 

extracted and combined with some gait recognition methods. Independent use of height of a 

person or step length of a person does not represent reliable way of identification, but in a 

combination with some gait recognition method can improve overall identification score.  

Height of a person may be estimated from depth image as a distance between top-

most point on person’s silhouette and ground plane. Top-most point on silhouette is 

represented as vector that contains the fallowing values (Eq. (2)): 
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where x and y are 2D image pixel coordinates. Label w represents a disparity value. Ground 

plane can be detected using Random Sample Consensus (RANSAC). RANSEC represents 
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a plane detection method that are often in use in point cloud data. Output from this step are 

A, B, C, and D plane parameters. In order to obtain 3D coordinates for the top-most point in 

Cartesian coordinate system perspective transformation matrix was used. Mentioned matrix 

is obtained through camera calibration process. This is shown in Eq. (3): 
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If a perspective transformation matrix is known, matrices multiplication should be 

done. This is shown in Eq. (4): 
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Result is a fallowing 3D point vector as shown in Eq. (5): 
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In order to obtain metric system values and real values for distance it is necessary to 

divide all vector elements with W as shown in Eq. (6) and Eq. (7): 
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In order to obtain distance between top-most point (Eq. (7)) and ground plane, Eq. (8) 

is used. 
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Obtained distance d represents a height of a person. Also height of a person may be 

estimated based on height of a person’s silhouette in depth image. In that case, two points 

are necessary: top-most point and bottom point between legs of a person. Both points can 

be calculated as described in previous text for the top-most point. Distance between these 
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two points represents a height of a person. In this paper height of a person was estimated as 

a distance amongst two points, top-most point and bottom point. This is illustrated in Fig. 3.  

Step length of a person was estimated as a distance between two points, defined on left 

and right leg which is also illustrated in Fig. 3. Average value for step length of a person, 

which is obtained over a gait cycle, was used.  

 

Fig. 3 Depth image with estimated height of a person and step length of a person (in meters) 

4. EXPERIMENTAL SETUP 

In this paper we used an own custom dataset that contains 14 persons. All 14 persons 

in dataset are in normal walk. Dataset was recorded in outdoor environment. Creation of 

dataset was conducted using a ZED long-range stereo camera. All of mentioned persons 

in dataset walking without any accessories (e.g. backpack) and they captured with 90 

degrees’ angle. Experimental test was conducted using Matlab. For every of mentioned 

14 persons there is a six GEI and BGEI images as well as height and step length values 

for each person. We used Bag of features with VocabularySize of 500 (default value in 

Matlab). Mentioned value corresponds to k in k-means clustering algorithm that was used 

on extracted feature descriptors. We also defined PointSelection as a Detector. PointSelection 

is a selection method for picking point location.  From GEI and BGEI images feature points 

were selected using Speeded-Up Robust Features (SURF) algorithm.  

People identification was realized using Classification process. Classification was 

realized using Support Vector Machine (SVM) algorithm. After features was obtained 

dimensionality reduction was conducted using Principal Component Analysis (PCA). 

Also Cross-validation was used, i.e. five-fold Cross-validation. That means that an original 

dataset is partitioning in a way that there is a subset to train algorithm and remaining data for 

testing. In case of k-fold Cross-validation data are partitioned in k randomly chosen subsets or 

folds where subsets are approximately equal size. One subset is used to validate the model 
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trained using the remaining subsets. Process is repeated k times. Fig. 4. shows a steps 

during a features extraction and classification.  

 

 

Fig. 4 Steps during a features extraction 

Steps shown in Fig. 4 can be described as fallows. When depth images are available 

silhouettes of a person can be extracted and also height of a person and step length of a person 

can be estimated. Before that, it’s necessary to do person segmentation from depth image.  

Silhouettes of a person can be also extracted from RGB images. After person 

segmentation from depth image, silhouettes of a person can be extracted and height of a 

person and step length of a person can be estimated. If silhouettes of a person are 
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available, GEI or BGEI (depending on what is being created) can be created. When GEI 

or BGEI images are available for each person, features can be extracted from them. 

Features from GEI or BGEI images and height of a person and step length of a person are 

than classified using SVM algorithm. In final step there are results of classification.  

5. RESULTS 

Experimental research has been done using dataset with 14 people in gait. Methods 

that were tested are GEI, BGEI, GEI along with height and step length of a person (GEI-

Height-Step Integration), BGEI along with height and step length of a person (BGEI-

Height-Step Integration) and only height of a person as a feature. Step length of a person 

was not tested as a stand-alone feature because it is not too reliable for people 

identification when it is only feature for identification.   

When height of person was used it means that only values of height were classified 

with SVM classifier. In case of GEI or BGEI only extracted features were classified 

using SVM classifier. When BGEI and GEI were used along with height and step length 

of a person that means that height and step length values were added as additional 

features alongside features from GEI and BGEI and that together classified with SVM 

classifier. Results of classification are shown in Table 1. 

Table 1 Classification results 

Methods Results with SVM Classifier 

Height feature 83.3% 

BGEI 85.7% 

GEI 97.6% 

BGEI + Height and Step Length (BGEI-Height-Step Integration) 94.0% 

GEI + Height and Step Length (GEI-Height-Step Integration) 100.0% 

Height as a method for a people identification has lowest result and that is expected 

because many people have same or similar height. BGEI has better result than height of a 

person but lower compared to GEI.  

GEI as a method for people gait recognition has good overall result of 97.6%. In cases 

when height and step length of a person were used along with GEI and BGEI overall 

results of identification were improved.  

In case when BGEI was used along with height and step length of a person (BGEI-

Height-Step Integration) result is 94% in regards to result of 85.7% when BGEI was used 

stand-alone as a method for people gait identification.  

Also, in case of GEI, result of GEI-Height-Step Integration was better in regards to 

using a GEI as a stand-alone method. Result in case when only GEI was used is 97.6% 

while in GEI-Height-Step Integration is 100%. Fig. 5 shows obtained results for all used 

method while in Fig. 6 is shown comparison between used methods.  
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Fig. 5 Obtained results for used methods 

 

Fig. 6 Comparison between used methods 

6. CONCLUSION 

Gait recognition is interesting way for identification. People may be identified with 

different methods such as fingerprint, retina and iris recognition, facial recognition, voice 

recognition etc. Most of above mentioned methods ask for some interaction with a person 

during identification process. Gait recognition methods ordinarily do not need any interaction 

with a person during a process of identification and that is the main advantage of these type of 

methods.  

There are two approaches that deal with gait recognition, model-based approach and 

appearance-based approach. In this paper we presented some additional features that can 

be used along with well-known appearance-based gait recognition methods such as GEI 

and BGEI. Mentioned additional features are height and step length of a person.  
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Experimental research was point out that integration of features some well-known gait 

recognition methods, such as GEI and BGEI, and additional features such as height and 

step length of a person significantly improves accuracy of identification in regards to 

stand-alone use of appearance-based gait recognition methods. Experimental results show 

that in case when GEI-Height-Step Integration was used people identification result is 

approximately 100% for used own custom dataset.   
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