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Abstract. One of the most important parameters in an edge detection process is setting 

up the proper threshold value. However, that parameter can be different for almost 

each image, especially for infrared (IR) images. Traditional edge detectors cannot set it 

adaptively, so they are not very robust. This paper presents optimization of the edge 

detection parameter, i.e. threshold values for the Canny edge detector, based on the 

genetic algorithm for rail track detection with respect to minimal value of detection 

error. First, determination of the optimal high threshold value is performed, and the 

low threshold value is calculated based on the well-known method. However, detection 

results were not satisfactory so that, further on, the determination of optimal low and 

high threshold values is done. Efficiency of the developed method is tested on set of IR 

images, captured under night-time conditions. The results showed that quality detection 

is better and the detection error is smaller in the case of determination of both 

threshold values of the Canny edge detector. 
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1. INTRODUCTION  

Image processing is a widely used method in machine vision systems for performing 

of certain operations on an image in order to extract useful information. Edge detection is 

a part of image processing that can be used for reducing of the amount of data to be 

processed with the final goal to provide useful structural information about the 

boundaries of the object. The main goal of the edge detection is to locate and identify 

sharp discontinuities from an image. These discontinuities are effects of a significant 

local change in image intensity. An edge represents a point or a set of points that create a 
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curve that follows a path of that change, and essentially it defines boundaries between 

two distinctly different regions. Existence of the edge can be caused by variations in 

reflectance, illumination, color, shade, texture, orientation and depth of scene surfaces. 

However, image intensity is often proportional to scene radiance, so the edges are 

represented in the image by changes in the intensity function [1-4]. 

There are many uses of the edge detection for different purposes, such as vehicle and 

transport applications [4-8], human applications [9-11], medical applications [12-15], etc. 

However, quality of the edge detection is dependent on lighting conditions, the presence of 

objects of similar intensities, density of the edges in the scene, and noise [1], as well as the 

edge detector used in a detection process. Many edge detectors have been proposed, tested, 

and compared, such Laplacian of Gaussian (LoG), Prewitt, Roberts, Sobel and Canny. 

However, the Canny edge detector has shown the best results in the edge detection with good 

noise immunity and detection of the true edge points with minimum error [1, 3, 4, 16, 17].  

One of the key factors for great accuracy of the Canny edge detector is setting up the 

optimal threshold values. Determination of that parameter can be long and difficult for 

different images, so its adaptability enables robustness and a wide range of use. In [18], 

an improved method for setting up the thresholds according to the gray-scale histogram is 

proposed. This method gave good results but it may cause some fake edges.  

In [19], the Otsu algorithm is used in order to get a value of high threshold, while a value 

of low threshold is obtained by multiplying the high threshold value by a coefficient less than 

one, specifically 0.5. Moreover, this method has proved to be effective for edge extraction, the 

adopted two threshold values are two global values, which are obtained based on the whole 

image. On the other hand, in [20] calculation of the low threshold value is based on a 

probability model; the Otsu method is used for determination of the high threshold value, 

while the Adaptive Particle Swarm Optimization (APSO) is employed instead of the 

traditional gradient descent method in order to get the optimal solutions of the both the Otsu 

algorithm and the probability model algorithm. In [21], Otsu and Canny operators that choose 

thresholds adaptively by using a new adaptive grey Mapping Function combined with the 

Shape Identification algorithm in order to segment the area of the target leaf are presented. 

Combination of the maximum entropy method with the Otsu method for determination of the 

high and low thresholds of the Canny algorithm is shown in [22]. The results showed that the 

proposed algorithm has better performance for the images which have complex distributions 

of grey level histogram. In order to overcome the difficulty of threshold selecting in the Canny 

algorithm, in [23] is presented the method based on the Otsu algorithm and mathematical 

morphology. This method chooses the threshold adaptively and simultaneously; it applies the 

improved Canny operator and the image morphology separately to the image edge detection, 

and then performs image fusion of the two results using the wavelet fusion technology to 

obtain the final edge-image. The proposed algorithm in [24] utilizes the local threshold values 

to detect particles from the images along with the selection of how many sub-images to use 

and automatically segment the whole image into the required number. After that, the 

calculation of the local threshold values of each sub-image is done with the Otsu algorithm for 

high threshold value (Th), while the low threshold value is calculated as 0.4Th.   

The algorithm which can adaptively determine the two thresholds based on the 

gradient histogram and the minimum interclass variance, is presented in [25]. In order to 

detect retinal blood vessels, the detector as a local dynamic hysteresis thresholding value 

generator based on the Canny edge detector, is presented in [26]. The method based on 

applying of different values of sigma and thresholding in different parts of the image 
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instead of processing the entire image with a single value of sigma and thresholding, is 

presented in [27]. After dividing the image, the mean pixel value of each sub-image is 

calculated and, depending upon these values, each sub-image will be processed by a Gaussian 

filter with different sigma and thresholding values. In the proposed method [28], given a set 

of candidates for hysteresis thresholds, the basic idea was to combine gradient information 

with information obtained when the linking process is applied to all candidates, and to 

obtain the hysteresis thresholds from the previous fused information.  However, the use of 

type-2 fuzzy sets to handle uncertainties that automatically select the threshold values, is 

presented in [29]. In [30], unsupervised determination of threshold values for the Canny 

edge detector, based on the bi-dimensional maximum conditional entropy, is presented. On 

the other hand, determination of adjustable high and low threshold values of the Canny 

edge detector for the gradient magnitude image is shown in [31]. The parameters are 

determined based on maximum cross-entropy between inter-classes and Bayesian judgment 

theory, without any manual operation. 

Genetic algorithm (GA) is a widely used method for different applications in the fields 

of gaming, real time systems, job shop scheduling, etc. [32, 33]. In the field of image 

processing, GA is used for image enhancement and segmentation [34, 35], different types 

of detection from images, e.g. geometric shape [36], medical [37], SAR images [38], etc., as 

an optimization tool, in order to increase accuracy, quality and speed of detection, as well as 

for feature selection.  

In order to achieve desired color image enhancement, a genetic algorithm approach is 

used in [39]. The fitness function is formed and utilized for determination of the optimal set 

of generalized value. Experimental results showed that the enhanced color images by the 

genetic algorithm approach are better than those obtained by any of the three existing 

approaches for comparison. Also, for solving problem with image contrast enhancement, 

the method based on genetic algorithm is presented in [40], where a simple and novel 

chromosome representation together with corresponding operators, is used. Based on 

experimental results, the proposed method gave good results in natural looking images, 

especially when the dynamic range of input image is high. However, genetic algorithm is 

used for other purposes in image processing, such as segmentation and feature selection. For 

developing of machine vision-based raisin detection technology for various lighting 

conditions, supervised color image segmentation using a permutation-coded genetic algorithm 

is implemented [41]. This segmentation identifies regions in hue–saturation–intensity (HSI) 

color space (GAHSI) for desired and undesired raisin detection in various lighting conditions. 

In [42], the method based on genetic algorithm for evolving adaptive procedures for the 

contour-based segmentation of anatomical structures in 3D medical data sets is presented. The 

role of genetic algorithm was to evolve detector of 2D contours of an anatomical structure 

in order to obtain full segmentation of the structure. For purpose of selection of a set of 

features to discriminate the targets from the natural clutter false alarms in SAR images, a 

genetic algorithm is used in [43]. This algorithm is driven by a new fitness function based 

on minimum description length principle (MDLP), and results showed that the proposed 

genetic algorithm selected a good subset of features to discriminate the targets from 

clutters effectively. Utilization of a genetic algorithm for image feature selection, as a 

part of classifier, in the task of differentiating regions of interest on mammograms as 

either mass or normal tissue, is presented in [44]. Compared to stepwise feature selection, 

GA-based feature selection gave better results. This leads to indication that genetic 

algorithm can provide many possibilities for linear or nonlinear classifiers. 
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In this paper, the genetic algorithm application for optimization threshold values for 

the Canny edge detection is presented. First, calculation of the rail track detection error 

with additional condition is performed. For minimization of error, genetic algorithm is 

used, in order to determine optimal high threshold value. However, detection results were 

not satisfactory, so determination of low and high threshold values is done in order to get 

more accurate detection. The developed method is tested on set of IR images captured 

under night-time conditions with the aim to detect edges of rail tracks. 

2. THEORETICAL BACKGROUND 

2.1. Canny Edge Detection 

The Canny edge detector includes a list of criteria for successful edge detection: good 

detection, good localization and a single response. Good detection means that edge 

detection should be with a low error rate, i.e. minimum number of false edges; good 

localization means that the points found by the detector should be as close as possible to 

the center of the true edge, while a single response provides that the detector must give 

only one response to a single edge and where possible, image noise should not create 

false edges [16, 45, 46]. The Canny edge detector uses a multi-stage algorithm with four 

steps: Image smoothing, Calculation of value and direction of gradients, Non-Maxima 

suppression and Checking and connecting edges [1, 20, 22, 47]. 

2.1.1. Image smoothing 

Smoothing of the image is done by Gaussian smoothing filter in order to remove the 

noise. This filter is linearly separable, and it can be divided into two parts. Convolution 

with this filter can be done in order to smooth image according to the row and column 

respectively. The mathematical expression of Gaussian smoothing filter is [22]: 
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where σ is the standard deviation of Gaussian smoothing filter, and it controls the degree 

of smooth. In the case that value of σ is small, it will be good localization and lower SNR 

(Signal-to-Noise Ratio), but if the value of σ is big, location accuracy will be lower and 

less noise. After applying Gaussian smooth filter, the image will be [22]: 

 ( , ) ( , ) ( , )I x y G x y f x y   (2) 

where f(x,y) is original image, and I(x,y) is image after filtering. 

2.1.2. Calculation of value and direction of gradients 

This step gives two results, the gradient in the x direction and the gradient in the y 

direction and it shows changes in intensity on image that indicates the presence of edges. 

For calculation of horizontal direction derivative Px and vertical direction derivative Py, 

the algorithm adopts first order limited difference of 22 neighboring area. The mathematical 

expression of Px and Py is, as follows [22]: 
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The value of gradient M(i, j) can be determined as [22]: 
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The direction of gradient is [22]: 
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2.1.3. Calculation of value and direction of gradients 

Gradient image cannot ensure edges of an image, and criteria where one accurate 

response to the edge should be satisfied. The algorithm compares the value of the gradient 

of current pixel and pixels in neighboring, in either the positive or the negative direction 

perpendicular to the gradient. If the value of current pixel is not greater than both, it 

suppresses it; otherwise, it preserved it. 

2.1.4. Checking and connecting edges 

After applying of Non-maxima Suppression, false edges caused by noise and color 

variation should be reduced as much as possible. In this step, filtering out of edge pixels with 

weak value of the gradient and preserve edge pixels with a high value of the gradient. In this 

step, two thresholds, low threshold Tl and high threshold Th, are determined and set by 

experience. If the value of the gradient of pixel (i, j) is bigger than Th then this point is set as 

an edge pixel, and edge map T1(i, j) is got. If the value of the gradient of pixel (i, j) is smaller 

than Tl, then this point is never set as an edge pixel. If the value of the gradient of pixel (i, j) is 

bigger than Tl and smaller than Th, edge map T2(i, j) is got. If pixel from edge map T2(i, j) is 

found at location in 8 neighborhood of an edge pixel, then it will be connected to that pixel. 

2.2. Genetic Algorithm 

Genetic algorithm (GA) is inspired by the process of natural selection, i.e. evolution, 
often used as an optimization tool, although the range of problems to which GA have 
been applied is quite wide. An implementation of a GA starts with a randomly generated 
population of chromosomes and it represents an iterative process, with the population in 
each iteration called a generation. In each generation, the fitness of every chromosome is 
evaluated, where fitness is value of objective function in solving of the optimization problem. 
Fit chromosomes are selected and its genome is modified in order to form a new generation. 
A formed new generation is used in the next iteration of the algorithm. The algorithm can 
terminate when the maximum number of generations are produced or satisfactory fitness 
level is reached for population [48]. In fact, the genetic algorithm has following steps 
[34, 49]: 



338 M. PAVLOVIĆ, V. NIKOLIĆ, M. SIMONOVIĆ, V. MITROVIĆ, I. ĆIRIĆ 

1. Starting with a randomly generated population of N chromosomes, where N is the 
size of population, l is length of chromosome x. 

2. Calculation of fitness ƒ(x) of each chromosome x in the population. 
3. Repeating of the following steps until N offspring has been created: 

a. Selecting of a pair of parent chromosomes from the current population, where the 
probability of selection being an increasing function of fitness. Process of selection 
is done "with replacement", so the same chromosome can be selected more than 
once to become a parent. 

b. With probability pc (the "crossover probability" or "crossover rate"), crossing over 
the pair at a randomly chosen point (chosen with uniform probability) to form two 
offspring. If no crossover takes place, form two offspring that are exact copies of 
their respective parents. 

c. Mutation of the two offspring at each locus with probability pm (the mutation 
probability or mutation rate), and placing of the resulting chromosomes in the new 
population. In case that N is odd, one new population member can be discarded at 
random. 

4. Replace the current population with the new formed population. 
5. Go to step 2. 
Each iteration of this process is called a generation, and entire set of generations is 

called a run. At the end of a run, there are often one or more highly fit chromosomes in 
the population. 

3. DETERMINATION OF OPTIMAL THRESHOLD VALUE 

Determination of the threshold, as the Canny edge detection parameter, is important in 

order to get high quality and useful edges on the image. However, that parameter can be 

different for each image, so the traditional Canny edge detector cannot set threshold 

adaptively, which makes the algorithm robustness weak. Manual determination of optimal 

threshold is difficult, especially for infrared (IR) images because of their usually low 

quality, caused by performance of infrared camera. In addition, great effects on its quality 

have conditions for capturing, for example, in low-light and night-time conditions. 

For determination of the optimal threshold value minimization of error in rail track 

detection process is required, as one of the most important steps. The detection error is 

defined as follow ratio wrong detected pixels (WD) and right detected pixels (RD): 

 D

D

W
error

R
  (7) 

However, in order to prevent the occurrence where both parameters have low values, 

and thus the error is low, additional condition is the number of total detected pixels. In the 

case of a very low value of total detected pixels, the value of error is low, but the obtained 

image is not useful. The minimal value of total detected pixels depends on image, as well as 

quality of the detected edges. Further on, genetic algorithm is used in order to find the 

minimum of the fitness function, i.e. for which value of thresholds, the error will have 

minimal value. In the first case, an optimal value of high threshold was determined, while in 

the second case, optimal values of low and high thresholds were determined.    
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4. RESULTS AND DISCUSSION 

In order to determine the optimal high threshold value of for the Canny edge detector 

through minimization of error, genetic algorithm is used. The fitness function is obtained 

by fitting data for the dependence of the error on the threshold, as fourth-order 

polynomial (Eq. 8). The goal of genetic algorithm was to find the minimum of the fitness 

function, i.e. the threshold value for which the error will have minimal value. The general 

parameters of genetic algorithm are shown in Table 1. Best and mean fitness with 25 

iterations performed are shown in Fig. 1, and Average Distance Between Individuals is 

shown in Fig. 2. The algorithm needs about 3 seconds to converge after 25 iterations.  

 3 4 3 3 3 2 3 30.7714 10 1.1422 10 0.3584 10 0.1071 10 0.0480 10y x x x x             (8) 

Table 1 Parameters of genetic algorithm for determination of high threshold value 

Parameter Value 

Population size 20 

Generations 50 

Function tolerance 1e-6 

Stall generations 20 

 

Fig. 1 Best and mean fitness – high threshold value 

 

Fig. 2 Average Distance Between Individuals – high threshold value 
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The developed method based on genetic algorithm is tested on a set of different IR 

images, captured under night-time conditions. One of the tested scenarios is shown in Fig. 3 

(left). In this case, the task was to perform edge detection only for rail tracks. Determined 

optimal value of high threshold is 0.4867, and the value of low threshold is calculated based 

on the Otsu method [19]. Minimal error, defined in the above manner, is 58.5697. After 

applying low and high threshold values, the edge detection for rail tracks is successfully 

done (shown with purple color in Fig. 3 (right)). 

  

Fig. 3 One of the tested scenarios (left), Detected rail tracks with determination of high 

threshold value (right) 

However, quality of the rail track edge detection was not satisfactory. Further on, 

genetic algorithm is used for determination of low and high threshold values of the Canny 

edge detector. The fitness function is obtained by fitting data for the dependence of the error 

on the threshold, as five-order polynomial with two variables (Eq. 9), x is low, y is high 

threshold value. In this case, the goal of genetic algorithm was to find the minimum of the 

fitness function, i.e. the values of low and high threshold for which the error will have 

minimal value. The general parameters of genetic algorithm for this case were the same as 

in the case with only high threshold (Table 1). Best and mean fitness with 22 iterations 

performed are shown in Fig. 4, and Average Distance Between Individuals is shown in Fig. 

5. The algorithm needs about 40 seconds to converge after 22 iterations. 
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Fig. 4 Best and mean fitness - low and high threshold values 

 

Fig. 5 Average Distance Between Individuals - low and high threshold values 

Determined optimal threshold values are 0.000142814916122408, as low threshold value, 

and 0.413898286851236, as high threshold value. After applying determined values, the edge 

detection for rail tracks is done (shown with purple color in Fig. 6 (right)), with minimal error 

of 50.4768. Compared to the case with determination of only a high threshold value, the 

detection error is smaller and quality of detection is better and useful for further image 

processing. Although algorithm in the second case needs more time for convergence, it also 

depends on used hardware. Variable quality of IR images and great variety of image intensity 

limit the edge detector, so not all edges of rail tracks are detected, but results are satisfactory. 

 
Fig. 6 One of the tested scenarios (left), Detected rail tracks with determination of low 

and high threshold values (right) 
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5. CONCLUSIONS 

Edge represents a significant local change in image intensity. In the edge detection 

process, important information about certain regions on the image through its boundaries, is 

provided. Existence of edge can be caused by variations of different parameters, for 

example, illumination, color, shade, etc. On the other hand, that variation can be result of 

the existence of some object. 

However, one of the influential factors for successful edge detection is the determination 

of the optimal value of threshold, as a parameter of edge detector. That parameter can be 

different for each image, which further slows and complicates edge detection process. In 

addition, manual determination and setting parameter make edge detectors robustness weak. 

In this paper, optimization of threshold values for the Canny edge detector is presented. 

The rail track the detection error with additional condition is defined. The optimal value of 

high threshold is determined using of genetic algorithm, based on the minimal value of 

error. However, quality of the rail track edge detection was not satisfactory, so genetic 

algorithm is used for determination of low and high threshold optimal values of the Canny 

edge detector. Testing of the developed method is done on set of IR images, captured under 

night-time conditions. Results showed that, in the case of determination of optimal values 

of both thresholds, the detection error is smaller, quality of detection is better, and it can be 

used for further image processing. However, IR images have great variety of image 

intensity and quality that can additionally complicate edge detection. Because of that, 

although not all of the desired edges were detected, the results in the case of determination 

of optimal values of both thresholds are satisfactory. 
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