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#### Abstract

In this paper, the problem of time optimal trajectory planning under confined torque and uncertain dynamics and torque parameters along a predefined geometric path is considered. It is shown that the robust optimal solution to such a problem can be obtained by solving a linear program. Thus a tractable algorithm is given for robust time-optimal path-tracking control under confined torque.
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## 1 Introduction

In order to maximize productivity, the problem of minimum time motion planning of robotic manipulators is widely studied. In practical applications, the motion planning problem can be solved by two kinds of methods: the coupled method and the decoupled method [1]. As the name implies, the coupled methods determine the geometric path and the velocity along the path simultaneously. On the other hand, the decoupled methods determine the geometric path first according to certain criteria, and then determine the velocity along the path to minimize the path traversal time. This paper follows the decoupled approach due to the following reasons. Simultaneous optimization of the geometric path and the velocity is computationally difficult [2], especially when one wants to find a tractable algorithm. Also, in many industrial applications, the geometric path is predefined and does not need to be optimized.

Many efficient approaches for the time minimum trajectory planning (TMTP) problem along a predefined geometric path have been proposed, including the phase plane analysis approaches [3-6], the Pontryagin maximum principle and shooting algorithms [7], the convex optimization $[2,10$ ], the path reshaping [8], and the direct search method [9]. The recent works [2, 11] are significant in which general and efficient methods are proposed. In [2], the second-order cone program is applied to solve the corresponding convex optimization problem. In [11], the sequential linear programming is used to solve the TMTP, which has better computational complexity than that of the phase plane method given in [4].

The above approaches assume that the dynamics model of the robotic manipulator is precisely known and equal to some nominal values. In practice, the dynamic model always has uncertainties. For example, to simplify the solution procedure, the viscous friction is often neglected and the uncertainties caused by the payload variation are often ignored. Many robust trajectory planning methods were proposed to handle these uncertainties. One of the commonly used approach is the min-max optimization approach which obtains the time minimum solution in the case of worst disturbances [12-14]. Due to its bi-level structure, min-max optimization problems pose
challenges for efficient numerical solution in many cases. Other interesting approaches include the stochastic optimization approach [15] and the predictive control [16,17].

In this paper, a tractable offline algorithm is given for the robust TMTP of robotic manipulators under torque limits and bounded dynamic parameter uncertainties and torque disturbances based on the min-max optimization approach. To solve the problem, it is shown that the TMTP problem for robotics under confined torque is equivalent to a linear optimal control problem meaning that both the objective function and the constraints are linear in the control and state variables. When disturbances are added, a robust linear optimal control problem is obtained, which is formulated as a min-max optimization problem. Furthermore, it is shown that when the trajectory is approximated with a quadratic B-spline curve, the min-max optimization problem is reduced to a min-max linear optimization problem which in turn can be reduced to a plain linear programming problem and thus is tractable, meaning that the problem can be solved in polynomial time. Numerical simulations are used to show that the method gives high precision approximate solutions to the robust TMTP very efficiently.

Comparing to existing approaches [12-14], the proposed method seems to be the first to convert the robust TMTP for robotics into a linear program. Linear program was also used in [12], where the objective function is not equivalent to time-minimality.

The rest of the paper is organized as follows. In Section 2, the nominal TMTP problem is reduced to a linear control problem. In Section 3, methods of parametrization is given. In Section 4, a tractable algorithm for the robust TMTP problem is given. In Section 5, numerical examples are presented. Conclusions are presented in Section 6.

## 2 Linear Formulation for TMTP under Confined Torque

In this section, we will show that the TMTP problem can be formulated as a linear optimal control problem meaning that the objective function and the constraints of the problem are linear in the control and state variables.

Consider an $n$ DOF robotic manipulator satisfying the following dynamic equation [2]

$$
\begin{equation*}
\tau=\mathbf{M}(\mathbf{q}) \ddot{\mathbf{q}}+\dot{\mathbf{q}}^{T} \mathbf{C}(\mathbf{q}) \dot{\mathbf{q}}+\mathbf{G}(\mathbf{q}), \tag{1}
\end{equation*}
$$

where $\tau \in \mathbf{R}^{n}$ is the vector of actuator torques, $\mathbf{q} \in \mathbf{R}^{n}$ is the vector of joint angular positions, $\mathbf{M}(\mathbf{q}) \in \mathbf{R}^{n \times n}$ is the inertia matrix of the manipulator, $\mathbf{C}(\mathbf{q}) \in\left(\mathbf{R}^{n}\right)^{n \times n}$ is a matrix, whose elements are in $\mathbf{R}^{n}$, representing the coefficients of the centrifugal and Coriolis forces, and $\mathbf{G}(\mathbf{q}) \in$ $\mathbf{R}^{n}$ is the vector of gravitational torques.

In this paper, the given path to be tracked in task space is denoted by

$$
\begin{equation*}
\mathbf{r}(s)=[x(s), y(s), z(s)]^{\mathrm{T}}, s \in[0,1], \tag{2}
\end{equation*}
$$

and the corresponding joint path $\mathbf{q}(s)$ in the joint space is also assumed to be determined by considering task requirement, obstacle avoidance, singularity avoidance, etc. Hence, a kinematics map between $\mathbf{r}(s)$ and $\mathbf{q}(s)$ exists. Here the path singularity problem is not considered since it can be avoided by properly adjusting the joint path.

Following [4], each element of $\mathbf{r}(s)$ is assumed to be a piecewise analytic real-valued function and has at least $C^{1}$ continuity at the connection points. Furthermore, $\mathbf{r}$ is assumed to be nonsingular, that is, for any $s \in[0,1]$ there exists at least one $l \in\{x, y, z\}$ such that $\frac{\mathrm{d} l(s)}{\mathrm{d} s} \neq 0$.

Denote $\quad \prime=\frac{\mathrm{d}}{\mathrm{d} s}$ and $=\frac{\mathrm{d}}{\mathrm{d} t}$, where $t$ represents time. Then the joint velocity and joint acceleration can be formulated as

$$
\begin{equation*}
\dot{\mathbf{q}}=\mathbf{q} \dot{s}, \quad \ddot{\mathbf{q}}=\mathbf{q} / \ddot{s}+\mathbf{q} / / \dot{s}^{2} \tag{3}
\end{equation*}
$$

Following (1) and (3), the dynamics model can be written as a linear function in $\ddot{s}$ and $\dot{s}^{2}$ :

$$
\begin{equation*}
\tau=\mathbf{m}(s) \ddot{s}+\mathbf{c}(s) \dot{s}^{2}+\mathbf{g}(s) \tag{4}
\end{equation*}
$$

where $\mathbf{m}(s)=\mathbf{M}(\mathbf{q}(s)) \mathbf{q}^{\prime}(s) \in \mathbf{R}^{n}, \mathbf{c}(s)=\mathbf{M}(\mathbf{q}(s)) \mathbf{q} / \prime(s)+\mathbf{q}^{\prime}(s)^{T} \mathbf{C}(\mathbf{q}(s)) \mathbf{q}^{\prime}(s) \in \mathbf{R}^{n}$, $\mathbf{g}(s)=\mathbf{G}(\mathbf{q}(s)) \in \mathbf{R}^{n}$.

The TMTP problem can be described as the following optimal control problem [2]:

$$
\begin{array}{ll} 
& \min _{b(s)} J_{T}=\int_{0}^{1} \frac{1}{\sqrt{a(s)}} \mathrm{d} s \\
\text { s.t. } & a \prime(s)=2 b(s), \forall s \in[0,1] \\
& a(s)>0, \forall s \in(0,1), a(0)=a_{0}, a(1)=a_{1}  \tag{5}\\
& \mathbf{m}(s) b+\mathbf{c}(s) a+\mathbf{g}(s)=\tau(s) \\
& \tau_{\min } \leq \tau(s) \leq \tau_{\max }
\end{array}
$$

where $a=\dot{s}^{2}, b=\ddot{s}, \tau_{\min }$ and $\tau_{\max }$ are the bound vectors for the torque, and the boundary values $a(0)$ and $a(1)$ can be obtained from (3) and the boundary values of the joint velocities: $\dot{\mathbf{q}}(0)=\dot{\mathbf{q}}_{0}, \dot{\mathbf{q}}(1)=\dot{\mathbf{q}}_{\mathrm{f}}$. When $b(s)=\ddot{s}$ is known, $\dot{s}$ and $\mathbf{q}(t)$ can be uniquely determined.

Problem (5) has the following important property.
Theorem 1. The optimal solution $\dot{s}_{o}(s), s \in[0,1]$ of problem (5) is unique and is maximum at any parameter value. That is, let $\dot{s}_{f}(s)$ be another parameter velocity satisfying the constraints of (5). Then, $\dot{s}_{f}(s) \leq \dot{s}_{o}(s)$ for all $s \in[0,1]$.

Theorem 1 follows from the proof of Theorem 2 in [3] and the proof of Theorem 3 in [4]. In both cases, an admissible parameter velocity $\dot{s}_{o}(s), s \in[0,1]$ is first constructed. To show $\dot{s}_{o}(s)$ is a solution to problem (5), the authors actually proved that $\dot{s}_{o}(s)$ is maximum at any parameter value.

The constraints of problem (5) are linear in $a$ and $b$. It will be shown that the nonlinear objective function of problem (5) can be replaced with a linear function in $a$. The idea is to maximize the total feedrate for the end effector of the robots instead of minimizing the traversing time. The feedrate of the end effector of the robot is $F_{d}(s)=\|\mathbf{r} \prime(s)\| \sqrt{a(s)}$, where $\|\mathbf{r} \prime(s)\|=$ $\sqrt{x^{\prime 2}(s)+y \prime^{2}(s)+z \prime^{2}(s)}$.

Consider the optimal control problem.

$$
\begin{array}{ll} 
& \max _{b(s)} J_{F}=\int_{0}^{1}\|\mathbf{r} \prime(s)\|^{2} a(s) \mathrm{d} s \\
\text { s.t. } & a \prime(s)=2 b(s), \forall s \in[0,1], \\
& a(s)>0, \forall s \in(0,1), a(0)=a_{0}, a(1)=a_{1},  \tag{6}\\
& \mathbf{m}(s) b+\mathbf{c}(s) a+\mathbf{g}(s)=\tau(s), \\
& \tau_{\min } \leq \tau(s) \leq \tau_{\max } .
\end{array}
$$

Since the objective function of the above problem is linear in $a(s)$, problem (6) is a linear optimal control problem meaning that both the objective function and the constraints are linear in $a$ and $b$. We thus have

Theorem 2. Problem (6) and problem (5) have the same unique optimal solution.
Proof: From [3] and [4], problem (5) has an optimal solution $a_{o}(s)=\dot{s}_{o}(s)^{2}, s \in[0,1]$. Since the two problems have the same constraints, $a_{o}(s)$ is also an admissible pseudo feedrate to problem (6). From Theorem 1, $a_{o}(s)$ achieves maximum values among all $a(s)$ satisfying the constraints of (6) at any parametric value. Since the parametric path $\mathbf{r}(s)$ is assumed to be non-singular, $\|\mathbf{r}(s)\|^{2}>0$ for all $s \in(0,1)$. Thus $a_{o}(s)$ is also the optimal solution to problem (6).

## 3 Parametrization and Tractable Algorithm for Nominal TMTP

In this section, a method of parametrization is given to reduce the infinite dimensional optimal control problem (6) to a linear program. The parametrization method will also be used in the next section to solve the robust TMTP.

The first step is to use a special type quadratic B-spline function to approximate the function $a(s)$.

We first define the B-splines used in this paper. Let $K$ and $p$ be positive integers and $s_{i}=\frac{i}{K-p+2}, i=0, \ldots, K-p+2$. Consider the following knot sequence with the first $p+1$ and last $p+1$ knots "clamped".

$$
\begin{equation*}
\mathbf{s}=[\underbrace{0, \ldots, 0}_{p+1}, s_{1}, \ldots, s_{i}, \ldots, s_{K-p+1}, \underbrace{1, \ldots, 1}_{p+1}] . \tag{7}
\end{equation*}
$$

The B-spline curve of degree $p$ in the parameter interval $[0,1]$ is defined as

$$
\begin{equation*}
\tilde{a}(s)=\sum_{i=0}^{K+1} N_{i, p}(s) \hat{a}_{i} \tag{8}
\end{equation*}
$$

where $\hat{a}_{i}$ are parameters and $N_{i, p}(s)$ is the $i$-th spline basis function of degree $p$ defined as

$$
\left.\begin{array}{rl}
N_{i, 0}(s)= & \left\{\begin{array}{cc}
1 & \text { if } \mathbf{s}(i) \leq s<\mathbf{s}(i+1) \\
0 & \text { otherwise }
\end{array}, i=0, \ldots, K+p+1\right.
\end{array}\right\} \begin{aligned}
& s-\mathbf{s}(i) \\
& N_{i, k}(s)= \frac{s-k+1)}{\mathbf{s}(i+k)-\mathbf{s}(i)} N_{i, k-1}(s)+\frac{\mathbf{s}(i+k+1)-s}{\mathbf{s}(i+k+1)-\mathbf{s}(i+1)} N_{i+1, k-1}(s), \\
& k=1, \ldots, p ; i=0, \ldots, K+p-k+1
\end{aligned}
$$

The derivative of the B-spline basis function is given below

$$
\begin{equation*}
N_{i, p}^{\prime}(s)=\frac{\mathrm{d}}{\mathrm{~d} s} N_{i, p}(s)=\frac{p}{\mathbf{s}(i+p)-\mathbf{s}(i)} N_{i, p-1}(s)-\frac{p}{\mathbf{s}(i+p+1)-\mathbf{s}(i+1)} N_{i+1, p-1}(s) \tag{9}
\end{equation*}
$$

Now, function $a(s)$ is approximated by a quadratic B-spline function $a(s) \approx \tilde{a}(s)$ where $\tilde{a}(s)$ is from (8) for $p=2$. Set $\hat{a}_{0}=a_{0}, \hat{a}_{K+1}=a_{1}$. Due to the multiple knots in the B-splines, we have have $\tilde{a}(0)=\hat{a}_{0}$ and $\tilde{a}(1)=\hat{a}_{K+1}[18]$. The control points $\mathbf{X}=\left[\hat{a}_{1}, \ldots, \hat{a}_{K}\right]^{T}$ will be optimized. The variable $b(s)$ is

$$
\begin{equation*}
b(s)=a \prime(s) / 2 \approx \frac{1}{2} \sum_{i=0}^{K+1} N_{i, p}^{\prime}(s) \hat{a}_{i} \tag{10}
\end{equation*}
$$

where $N_{i, p}^{\prime}(s)$ is given in (9).
The second step is to reduce the continuous optimal control problem (6) to a finite state optimal problem by using pointwise constraints to replace the continuous torque constraints. The constraint knot points are

$$
\bar{s}_{j}=\left\{\begin{array}{l}
\frac{1}{2} s_{1}, j=1  \tag{11}\\
\frac{1}{2}\left(s_{j-1}+s_{j}\right), j=2, \ldots, K-1 \\
\frac{1}{2}\left(s_{K-1}+1\right), j=K
\end{array}\right.
$$

With these knot points, the objective function can be approximated as

$$
\begin{equation*}
J_{F}=\int_{0}^{1}\|\mathbf{r} \prime(s)\|^{2} a(s) \mathrm{d} s \approx \mathbf{B X} \tag{12}
\end{equation*}
$$

where $\mathbf{B}=\left(B_{1}, \ldots, B_{K}\right)$ with $B_{i}=\sum_{j=1}^{K}\left\|\mathbf{r} /\left(\bar{s}_{j}\right)\right\|^{2} N_{i, p}\left(\bar{s}_{j}\right) \Delta \bar{s}_{j}$ for $\Delta \bar{s}_{j}=s_{j}-s_{j-1}=1 / K$.
From (4), (8), and (10), the torques of the $l$-th joint at the knot points are

$$
\begin{equation*}
\hat{\tau}_{l}=\mathbf{A}_{l} \mathbf{X}+\hat{\mathbf{g}}_{l}, l=1, \ldots, n \tag{13}
\end{equation*}
$$

where $\hat{\tau}_{l}=\left[\tau_{l}\left(\bar{s}_{1}\right), \ldots, \tau_{l}\left(\bar{s}_{K}\right)\right]^{T}$ with $\tau_{l}\left(\bar{s}_{j}\right)=\frac{1}{2} m_{l}\left(\bar{s}_{j}\right) \sum_{i=0}^{K+1} N_{i, p}^{\prime}\left(\bar{s}_{j}\right) \hat{a}_{i}+c_{l}\left(\bar{s}_{j}\right) \sum_{i=0}^{K+1} N_{i, p}\left(\bar{s}_{j}\right)$ $\hat{a}_{i}+g_{l}\left(\bar{s}_{j}\right), \mathbf{A}_{l} \in \mathbf{R}^{K \times K}$ with $A_{l j i}=\frac{1}{2} m_{l}\left(\bar{s}_{j}\right) N_{i, p}^{\prime}\left(\bar{s}_{j}\right)+c_{l}\left(\bar{s}_{j}\right) N_{i, p}\left(\bar{s}_{j}\right)$, and $\hat{\mathbf{g}}_{l}=\left[g_{l}\left(\bar{s}_{1}\right)+\right.$ $\left.\xi_{1}, \ldots, g_{l}\left(\bar{s}_{K}\right)+\xi_{K}\right]^{T}$ with $\xi_{j}=\frac{1}{2} m_{l}\left(\bar{s}_{j}\right)\left(N_{0, p}^{\prime}\left(\bar{s}_{j}\right) a_{0}+N_{K+1, p}^{\prime}\left(\bar{s}_{j}\right) a_{1}\right)+c_{l}\left(\bar{s}_{j}\right)\left(N_{0, p}\left(\bar{s}_{j}\right) a_{0}+\right.$ $\left.N_{K+1, p}\left(\bar{s}_{j}\right) a_{1}\right)$.

With the above parametrization, problem (6) is reduced to the following linear program

$$
\begin{array}{ll} 
& \max _{\mathbf{X}} \mathbf{B X} \\
\text { s.t. } & \tilde{\mathbf{a}}\left(\bar{s}_{j}\right)=\mathbf{N}_{j} \mathbf{X}+N_{0, p}\left(\bar{s}_{j}\right) a_{0}+N_{K+1, p}\left(\bar{s}_{j}\right) a_{1}>0, j=1, \ldots, K,  \tag{14}\\
& \tau_{l, \text { min } \mathbf{I} \leq \mathbf{A}_{l} \mathbf{X}+\hat{\mathbf{g}}_{l} \leq \tau_{l, \max } \mathbf{I}, l=1, \ldots, n,}, l
\end{array}
$$

where $\mathbf{I}=(1, \ldots, 1)^{T} \in \mathbf{R}^{K}, \mathbf{B}$ is from (12), $\mathbf{N}_{j}=\left[N_{1, p}\left(\bar{s}_{j}\right), \ldots, N_{K, p}\left(\bar{s}_{j}\right)\right]$, and $\mathbf{A}_{l}, \hat{\mathbf{g}}_{l}$ are from (13). Note that the boundary conditions $a(0)=\hat{a}_{0}=a_{0}$ and $a(1)=\hat{a}_{K+1}=a_{1}$ are automatically satisfied. Properties of the above problem will be discussed in the next section.

## 4 Tractable Algorithm for Robust TMTP

In this section, we will show that the robust TMTP can be reduced to a linear program by using proper parametrization and methods of robust optimization.

Suppose that the dynamics model (4) has uncertainties and the real dynamics model is

$$
\begin{equation*}
\tau(s)=(\mathbf{m}(s)+\Delta \mathbf{m}(s)) \ddot{s}+(\mathbf{c}(s)+\Delta \mathbf{c}(s)) \dot{s}^{2}+(\mathbf{g}(s)+\Delta \mathbf{g}(s))-\Delta \mathbf{d}(s) \tag{15}
\end{equation*}
$$

where $\Delta \mathbf{m}(s), \Delta \mathbf{c}(s), \Delta \mathbf{g}(s)$, and $\Delta \mathbf{d}(s)$ are the disturbances for $\mathbf{m}(s), \mathbf{c}(s), \mathbf{g}(s)$, and the torque, respectively. The disturbances are assumed to satisfy the following constraints:

$$
\mathcal{D}(\Delta \mathbf{m}, \Delta \mathbf{c}, \Delta \mathbf{g}, \Delta \mathbf{d}):\left\{\begin{array}{l}
\left|\Delta m_{l}(s)\right| \leq B_{m}(l, s), l=1, \ldots, n  \tag{16}\\
\left|\Delta c_{l}(s)\right| \leq B_{c}(l, s), l=1, \ldots, n \\
\left|\Delta g_{l}(s)\right| \leq B_{g}(l, s), l=1, \ldots, n \\
\left|\Delta d_{l}(s)\right| \leq B_{d}(l, s), l=1, \ldots, n
\end{array}\right\}
$$

where $\Delta m_{l}(s), \Delta c_{l}(s), \Delta g_{l}(s)$, and $\Delta d_{l}(s)$ are the elements of the vectors $\Delta \mathbf{m}(s), \Delta \mathbf{c}(s), \Delta \mathbf{g}(s)$, and $\Delta \mathbf{d}(s)$, respectively.

Using the min-max approach $[12,13]$, the robust TMTP can be formulated as the following bi-level optimization problem:

$$
\begin{align*}
& \max _{b(s)} J_{F}=\int_{0}^{1}\|\mathbf{r} \prime(s)\|^{2} a(s) \mathrm{d} s  \tag{17}\\
& \text { s.t. } a \prime(s)=2 b(s), a(s)>0, s \in(0,1), a(0)=a_{0}, a(1)=a_{1}, \\
& \max _{\mathcal{D}(\Delta \mathbf{m}, \Delta \mathbf{c}, \Delta \mathbf{g}, \Delta \mathbf{d})}((\mathbf{m}(s)+\Delta \mathbf{m}(s)) b(s)+(\mathbf{c}(s)+\Delta \mathbf{c}(s)) a(s)+(\mathbf{g}(s)+\Delta \mathbf{g}(s))-\Delta \mathbf{d}(s)) \leq \tau_{\max } \\
& \min _{\mathcal{D}(\Delta \mathbf{m}, \Delta \mathbf{c}, \Delta \mathbf{g}, \Delta \mathbf{d})}((\mathbf{m}(s)+\Delta \mathbf{m}(s)) b(s)+(\mathbf{c}(s)+\Delta \mathbf{c}(s)) a(s)+(\mathbf{g}(s)+\Delta \mathbf{g}(s))-\Delta \mathbf{d}(s)) \geq \tau_{\min }
\end{align*}
$$

where $\mathcal{D}(\Delta \mathbf{m}, \Delta \mathbf{c}, \Delta \mathbf{g}, \Delta \mathbf{d})$ is defined in (16).

Using the parametrization procedure presented in Section 3, the robust TMTP problem (17) is reduced to the following bi-level optimization problem

$$
\begin{align*}
& \max _{\mathbf{X}} \mathbf{B X} \\
& \text { s.t. } \quad \mathbf{N}_{j}^{\mathbf{X}} \mathbf{X}+N_{0, p}\left(\bar{s}_{j}\right) a_{0}+N_{K+1, p}\left(\bar{s}_{j}\right) a_{1}>0, j=1, \ldots, K \\
& \max _{\Delta \mathbf{A m}_{l}, \Delta \mathbf{A c}_{l}, \Delta \mathbf{g}_{l}, \Delta \mathbf{d}_{l}} \mathbf{A}_{l} \mathbf{X}+\hat{\mathbf{g}}_{l}+\Delta \mathbf{A m}_{l} \mathbf{Y}+\Delta \mathbf{A c}_{l} \mathbf{X}+\Delta \hat{\mathbf{g}}_{l}-\Delta \hat{\mathbf{d}}_{l} \leq \tau_{l, \max } \mathbf{I},  \tag{18}\\
& \min _{\Delta \mathbf{A c}, \Delta \mathbf{g}_{l}, \Delta \mathbf{d}_{l}} \mathbf{A}_{l} \mathbf{X}+\hat{\mathbf{g}}_{l}+\Delta \mathbf{A m}_{l} \mathbf{Y}+\Delta \mathbf{A c}_{l} \mathbf{X}+\Delta \hat{\mathbf{g}}_{l}-\Delta \hat{\mathbf{d}}_{l} \geq \tau_{l, \min } \mathbf{I}, \\
& \begin{array}{l}
\Delta \mathbf{A m}_{l, \Delta \mathbf{A c}_{l}, \Delta \mathrm{~g}}, \\
l=1, \ldots, n,
\end{array}
\end{align*}
$$

where $\mathbf{Y}=\left[\mathbf{N}_{1}^{\prime}, \ldots, \mathbf{N}_{K}^{\prime}\right]^{T} \mathbf{X}$ is a newly defined variable with $\mathbf{N}_{j}^{\prime}=\left[N_{1, p}^{\prime}\left(\bar{s}_{j}\right), \ldots, N_{K, p}^{\prime}\left(\bar{s}_{j}\right)\right]$, $\mathbf{B}, \mathbf{N}_{j}, \mathbf{A}_{l}$, and $\hat{\mathbf{g}}_{l}$ are the same as in (14), $\Delta \hat{\mathbf{g}}_{l}=\left[\Delta g_{l}\left(\bar{s}_{1}\right), \ldots, \Delta g_{l}\left(\bar{s}_{K}\right)\right]^{T}$ is the disturbance of the gravitational torque, $\Delta \hat{\mathbf{d}}_{l}=\left[\Delta d_{l}\left(\bar{s}_{1}\right), \ldots, \Delta d_{l}\left(\bar{s}_{K}\right)\right]^{T}$ is the torque disturbances, $\Delta \mathbf{A} \mathbf{m}_{l} \in$ $\mathbf{R}^{K \times K}$ and $\Delta \mathbf{A} \mathbf{c}_{l} \in \mathbf{R}^{K \times K}$ are the uncertainty matrixes of the $l$-th joint with elements $\Delta A m_{l j i}=$ $\frac{1}{2} \Delta m_{l}\left(\bar{s}_{j}\right)$ and $\Delta A c_{l j i}=\Delta c_{l}\left(\bar{s}_{j}\right) N_{i, p}\left(\bar{s}_{j}\right)$ respectively. And the uncertainty constraints are

$$
\begin{aligned}
\Delta \mathbf{A m}_{l} & :\left|\Delta m_{l}\left(\bar{s}_{j}\right)\right| \leq B_{m}\left(l, \bar{s}_{j}\right), \\
\Delta \mathbf{A c}_{l} & :\left|\Delta c_{l}\left(\bar{s}_{j}\right)\right| \leq B_{c}\left(l, \bar{s}_{j}\right), \\
\Delta \mathbf{g}_{l} & :\left|\Delta g_{l}\left(\bar{s}_{j}\right)\right| \leq B_{g}\left(l, \bar{s}_{j}\right), \\
\Delta \mathbf{d}_{l} & :\left|\Delta d_{l}\left(\bar{s}_{j}\right)\right| \leq B_{d}\left(l, \bar{s}_{j}\right), j=1, \ldots, K .
\end{aligned}
$$

Based on a result of Soyster about robust optimization [19], the bi-level optimization problem (18) can be relaxed to the following linear program

$$
\begin{array}{ll} 
& \max \mathbf{B X} \\
\text { s.t. } & \mathbf{N}_{j} \mathbf{X}+\mathbf{Z}_{\mathbf{2}} \\
& \left.\mathbf{A}_{0, p} \mathbf{(} \bar{s}_{j}\right) a_{0}+N_{K+1, p}\left(\bar{s}_{j}\right) a_{1}>0, j=1, \ldots, K, \\
& \mathbf{A}_{l} \mathbf{X}+\hat{\mathbf{g}}_{l}-\Delta \mathbf{B m}_{l} \mathbf{Z}_{1}+\Delta \mathbf{Z}_{\mathbf{1}}-\Delta \mathbf{B c}_{l} \mathbf{Z}_{2} \mathbf{Z}_{2}-\Delta \mathbf{B}_{g l}+\Delta \mathbf{B}_{g l}-\Delta \mathbf{B}_{d l} \leq \tau_{l, \max } \mathbf{I},  \tag{21}\\
& -\mathbf{Z}_{\mathbf{2}} \leq \mathbf{X} \leq \tau_{l, \text { min }} \mathbf{I}, \\
& \mathbf{Y}=\left[\mathbf{Z}_{\mathbf{2}},-\mathbf{Z}_{\mathbf{1}} \leq \mathbf{Y} \leq \mathbf{Z}_{\mathbf{1}}, \mathbf{Z}_{\mathbf{1}} \geq \mathbf{0}, \mathbf{Z}_{\mathbf{2}} \geq \mathbf{0},\right. \\
& l=1, \ldots, n,
\end{array}
$$

where $\mathbf{Z}_{1} \in \mathbf{R}^{K}$ and $\mathbf{Z}_{2} \in \mathbf{R}^{K}$ are new sets of variables, $\Delta \mathbf{B m}_{l} \in \mathbf{R}^{K \times K}$ and $\Delta \mathbf{B} \mathbf{c}_{l} \in \mathbf{R}^{K \times K}$ are matrixes with elements $\Delta B m_{l j i}=\frac{1}{2} B_{m}\left(l, \bar{s}_{j}\right)$ and $\Delta B c_{l j i}=N_{i, p}\left(\bar{s}_{j}\right) B_{c}\left(l, \bar{s}_{j}\right)$ respectively, $\Delta \mathbf{B}_{g l}=\left[B_{g}\left(l, \bar{s}_{1}\right), \ldots, B_{g}\left(l, \bar{s}_{K}\right)\right]^{T}$, and $\Delta \mathbf{B}_{d l}=\left[B_{d}\left(l, \bar{s}_{1}\right), \ldots, B_{d}\left(l, \bar{s}_{K}\right)\right]^{T}$.

The number of variables in problem (21) is $3 K$ and the number of constraints is $(2 n+7) K$. According to Karmarkar's result [20], problem (21) can be solved with $O\left((n K)^{3.5}\right)$ floating point arithmetic operations.

We briefly discuss the convergency of the method, that is, whether the solutions of the linear programs (14) and (21) convert to the optimal solutions of the optimal control problems (6) and (17), respectively, when $K$ becomes sufficiently large. From the approximation theory, quadratic splines can approximate the solution of optimal control problems to any given precision when $K$ is large enough [21]. Notice that the method of using quadratic splines to approximate the control variable is a special case of the Ritz method, the convergence of which has been proved only for special types of constraints [21-23]. Convergency for problems like the one in this paper seems open. In the next section, numerical results will be used to demonstrate that the method gives the optimal solution with very high precision in less than one second.

## 5 Numerical Examples

The experimental robot is a six-DOF Puma 560 manipulator which is modeled using the Robotics Toolbox for Matlab [24]. The torque limits of the six joints are set to be [97.6; 186.4; $89.4 ; 24.2 ; 20.1 ; 21.3] N . m$. Initial and end feedrates of the end effecter are zeros. The path to be traced in the robot work space is shown in Fig.1(a) with the following parametric formula

$$
\left\{\begin{array}{l}
x(s)=0.5 \\
y(s)=0.25\left(\cos (2 a \pi s)-\cos (2 b \pi s)^{3}\right), \quad s \in[0,1] \\
z(s)=0.25\left(\sin (2 a \pi s)-\sin (2 b \pi s)^{3}\right)
\end{array}\right.
$$

where $a=2, b=1$. The corresponding joint path is shown in Fig.1(b).


Figure 1: (a): The task path on Y-Z plane. (b): The corresponding joint path.

First, problem (14) is used to show that the proposed method is efficient and correct. The proposed linear program (LP) approach will be compared to the convex optimization (CP) approach [2] for efficiency. The approach in [2], which is realized by executing the second order cone program (SOCP), was the fastest existing numerical method by now. Both algorithms are implemented by using optimization software package Sedumi [25] in Matlab on a PC with a 2.6 GHz CPU and 2 G memory.

Table 1: Comparison of computation times for different $K$

| Number $K$ | CPU time $(s)$ |  | Optimal motion time $(s)$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | LP | CP in $[2]$ | LP | CP in $[2]$ |
| 100 | 0.3964 | 1.2460 | 1.6473 | 1.6449 |
| 200 | 0.6830 | 2.2970 | 1.6495 | 1.6491 |
| 500 | 0.4630 | 3.6260 | 1.6506 | 1.6506 |
| 700 | 0.9048 | 4.2620 | 1.6508 | 1.6507 |
| 1000 | 0.9300 | 3.4430 | 1.6508 | 1.6508 |
| 2000 | 1.1960 | 6.3440 | 1.6508 | 1.6508 |



Figure 2: Optimized parameter velocity curves of all four cases for $K=1000$.


Figure 3: Joint torques of the planned nominal minimum time motion for $K=1000$.


Figure 4: Joint torques of robust minimum time motion in case 1 for $K=1000$.

In Table 1, the computation time and the robot motion time are given for different values of $K$. From Table 1, we can see that the optimal motion times based on formulation (6) and formulation (5) are almost the same, which is consistent with Theorem 2. However, the computation time of our approach is faster than that of [2]. Also note that the actually computational complexity of our approach is sub-linear, meaning less than $O(K)$, which might be due to the special structure of $\mathbf{A}_{l}$ in (14). The practical computational complexity of this approach is better than the complexity $O\left(K^{2}\right)$ of the method given in [11].

The planned joint torques are given in Fig. 3. From [3], the optimal solution of problem (5) is bang-bang-singular in the sense that for any $s \in[0,1]$, the torque of at least one joint reaches its boundary values in the constraint $\tau_{\min } \leq \tau(s) \leq \tau_{\max }$. This property is often used to verify whether a numerical solution is the optimal solution and whether $K$ is large enough. In Fig. 3 , the torque is clearly bang-bang-singular: the torques of joints $2,1,2,1$, and 2 reach their maximal or minimal values in the intervals $[0,0.17],[0.17,0.35],[0.35,0.41],[0.41,0.78],[0.78,1]$, respectively. This indicates that for $K=1000$, the solution obtained with our method most probably gives high precision approximation to the optimal solution of the original problem (5).

Now, it will be shown that the solution of problem (21) is indeed robust. Suppose that the payload holden by the end effector is the only uncertain parameter. As mentioned in [24], the maximum payload capability of the Puma 560 is 2.5 kg . In this section, the robust trajectory


Figure 5: Joint torques of robust minimum time motion in case 2 for $K=1000$.


Figure 6: Joint torques of robust minimum time motion in case 3 for $K=1000$.
planning is implemented under three cases of maximum payload uncertainty assumptions, respectively. The assumptions are 0.5 kg for case $1,1.25 \mathrm{~kg}$ for case 2 , and 2.5 kg for case 3 . The disturbed $\Delta \mathbf{m}, \Delta \mathbf{c}$, and $\Delta \mathbf{g}$ are estimated by using the dynamics computation function of the Robotic Toolbox for Matlab.

The computation performance of the proposed robust trajectory planning algorithm is tested by implementing case 2 under different values of $K$. The results are listed in Table 2. From this table, we can see that the calculated optimal solution is convergent when $K$ increases. Also in this example, the actually computational complexity of our approach is less than $O(K)$.

Table 2: Computation performance of robust algorithm for Case 2 with different $K$

|  | Number $(K)$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 100 | 200 | 500 | 700 | 1000 | 2000 |
| CPU time | 0.4330 | 0.7080 | 1.0720 | 1.1290 | 1.6920 | 2.6680 |
| Optimal motion time | 1.7355 | 1.7395 | 1.7407 | 1.7408 | 1.7409 | 1.7409 |

The planned joint torques of the robust minimum time motions in case 1 , case 2 , and case 3 are given in Fig. 4, Fig. 5, and 6, respectively. The optimized parameter velocities $\dot{s}$ for all four cases are shown in Fig. 2. Comparing to Fig. 3, the torques for the robust time-minimum motion are reduced to reserve enough space to reject uncertainties and disturbances without causing torque saturation.

To demonstrate the robustness of the obtained trajectories compared to the nominal one, consider 10 equidistantly distributed mass values of payload in $[0,2.5] \mathrm{kg}$. The planned feedrates in the cases of Fig. 3, Fig. 4, Fig. 5, and Fig. 6 are used to traverse the path, and the corresponding torques are given in Fig. 7, Fig. 8, Fig. 9, and Fig. 10, respectively.

Note that the torque bounds are $[97.6 ; 186.4 ; 89.4 ; 24.2 ; 20.1 ; 21.3]$ N.m. From Fig. 7, Fig. 8 and Fig. 9, we can see that the actual torques pass the given bounds for about $25 \%, 19 \%$ and $11 \%$, respectively. From Fig. 10, it can be seen that the actual torques are all within the given bound, which is consistent with the fact that the robust trajectory in this case is planned under the condition of maximum 2.5 kg payload.

The robust trajectories for the three cases of uncertainty assumptions are used to traverse


Figure 7: Joint torques for 10 difference payload masses along the nominal reference trajectory.


Figure 9: Joint torques for 10 difference payload masses along the robust reference trajectory of case 2 .


Figure 10: Joint torques for 10 difference payload masses along the robust reference trajectory of case 3 .
the path using the ten values of the payload. Detailed data of the experiments are given in Table 3, where Ctime stands for the computation time, Mtime stands for the optimal motion time, RTI stands for the rate of time increase compared with the nominal case, MTV stands for the maximum torque violation, ATV stand for the average torque violation, and RTV stands for the rate of torque violation.

From Table 3, we can see that when the 2.5 kg payload uncertainty assumption is used, along the generated robust trajectory, the actual torques do not pass the given bounds. By contrast, along the non robust nominal trajectories, at almost all times at least one actual torque passes the given bound and the maximum torque violation reaches $25 \%$ of the given bound. The optimal motion time of this robust trajectory increases about $10.7 \%$ compared with the nominal case, which is a reasonable price to pay for robustness.

Table 3: Results of trajectory robustness test for $K=1000$

|  | Ctime(s) | Mtime(s) | RTI(\%) | MTV(N.m) | ATV(N.m) | RTV(\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Nominal | 1.4508 | 1.6508 | 0 | 46.39 | 3.99 | 99.16 |
| Case 1 | 1.9810 | 1.6872 | 2.2 | 35.65 | 2.87 | 98.96 |
| Case 2 | 1.6920 | 1.7409 | 5.5 | 21.04 | 1.75 | 82.35 |
| Case 3 | 1.8600 | 1.8281 | 10.7 | None | None | 0 |

## 6 Conclusions

In this paper, a linear program based robust time minimum trajectory planning approach is presented. The robust version of the TMTP problem is constructed to overcome the parameter uncertainties and torque disturbances of the dynamic system. To make our approach tractable, the TMTP problem is proven to be equivalent to a linear optimal control problem by considering the total motion feedrate of the end-effector of the robot as the objective function. Quadratic B-spline curves are used to parameterize the linear optimal control problem into a linear program which can be solved in polynomial time. The approach theoretically ensures that the generated velocity is time optimal and for every possible realization of the uncertainties and disturbances within the bound, the robust trajectory will not violate any joint torque constraints. Though the proposed algorithm is designed to execute offline, online use is also possible because of the good computation performance.
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