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Abstract

Building extraction with high spatial resolution images becomes an important research in the
field of computer vision for urban-related applications. Due to the rich detailed information and
complex texture features presented in high spatial resolution images, the distribution of buildings is
non-proportional and their difference of scales is obvious. General methods often provide confusion
results with other ground objects. In this paper, a building extraction framework based on deep
residual neural network with a self-attention mechanism is proposed. This mechanism contains
two parts: one is the spatial attention module, which is used to aggregate and relate the local
and global features at each position (short and long distance context information) of buildings;
the other is channel attention module, in which the representation of comprehensive features (in-
cludes color, texture, geometric and high-level semantic feature) are improved. The combination
of the dual attention modules makes buildings can be extracted from the complex backgrounds.
The effectiveness of our method is validated by the experiments counted on a wide range high
spatial resolution image, i.e., Jilin-1 Gaofen 02A imagery. Compared with some state-of-the-art
segmentation methods, i.e., DeepLab-v3+, PSPNet, and PSANet algorithms, the proposed dual
attention network-based method achieved high accuracy and intersection-over-union for extraction
performance and show finest recognition integrity of buildings.

Keywords: high spatial resolution images, building extraction, self-attention mechanism, dual
attention network, deep learning.
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1 Introduction
The goal of automatically extract buildings is efficient recognized building pixels from high spatial

resolution images that are widely applicated in the urban planning, terrain analysis and smart cities.
The characteristics of high spatial resolution, wide coverage and high timeliness make the high spatial
resolution images truly restore the details of ground objects. The high spatial resolution images
gradually become the preferred data for building extraction. However, the rich texture, topology
and structure in high spatial resolution images increase interference information for buildings in the
background, and the diversity of building (e.g. shape, density and distribution) become extremely
complex. Therefore, automatic buildings extraction is a challenging task.

Traditional methods focus on extracting artificial and shallow features of buildings [1, 2, 3]by
establishing models [4] or using some machine learning classifiers [5, 6] to analyze and extracted
building pixels. For example, Huang et al. developed the Morphological Building Index (MBI) based
on the inherent spectral information and shape characteristics of buildings [7]. Hu et al. applied
morphological reconstruction and decision tree to comprehensively extract the morphological features
of buildings and proposed an enhanced morphological construction index (EMBI) building extraction
method [8]. Huertas et al. tried a variety of rectangular models of structural shapes to detect the
presence of buildings based on projections [9]. Inglada uses a large number of geometric features to
automatically identify and extract buildings in high-resolution optical remote sensing images through
support vector machine (SVM) [10]. However, for the high spatial resolution images, buildings present
large variability in distribution and shapes and tend to be more dispersed and smaller than other
individual features such as roads and water bodies. The artificial or fixed morphological features
cannot express the higher-level semantic information, affecting the accuracy of building extraction.

With the rapid development of machine learning (ML), deep learning (DL)-based algorithms,
especially the convolutional neural networks (CNN) have considerably improved the performance of
computer vision and image processing. Many models have been gradually improved from CNN, such
as AlexNet [11], VGGNet [12], GoogleNet [13] and ResNet [14]. The CNN-based methods have been
continuously presented for building extraction. S. Saito applied a patch CNN method to learn the
mapping between the pixel values in the image and the corresponding building labels [15] . Minh et al.
introduced a new loss function to train the convolutional neural network and added structure to the
output for extracting building block [16]. Lv et al. combined with the idea of GEOBIA and proposed
a high-resolution image classification method based on region-based majority voting CNNs [17]. Full
convolution neural network (FCN) is a classification network with strong prediction ability. Many
improved models based on FCN, with the ability of pixel level prediction, have achieved good results
in the task of image segmentation [18, 19, 20, 21, 22, 23, 24, 25]. Therefore, many improved FCN
models are used to building extraction [26, 27, 28, 29]. In order to solve the scale changes of buildings
in VHR images, R. Davari Maj et al. proposed a new object-based deep OCNN framework [30]. H. Guo
et al. performs pixel-level mapping of buildings in different scenarios and proposes a multi-task parallel
attentional convolutional network (MTPA-Net) [31]. The above methods demonstrated the advantages
of deep convolutiona convolutional neural networks in the field of building extraction. However, there
are still two issues should be solved. First, the distribution of buildings is non-proportional. Therefore,
the long-distance spatial dependencies of global context information should be combined with local
features for considering the spatial characteristic of building. Second, the changes in brightness and
scale of buildings in high spatial resolution images result to confused features presented in buildings,
and the feature representation must be enhanced.

To address the above problem, this paper investigates the self-attention mechanism to optimize
the building extraction performance [32]. A build extraction framework based on deep residual neural
network with a self-attention mechanism is proposed. This mechanism contains two parts: one is
the spatial attention module, which is used to aggregate and relate the local and global features
at each position (short and long distance context information) of buildings. The other is channel
attention module, in which the representation of comprehensive features (includes color, texture,
geometric and high-level semantic feature) are improved. There are two advantages in the proposed
framework: (i) It can fully collect the high-level semantic features of buildings in spatial domain and
spectrum dimension. (ii) It can not only ensure the division of edges between large buildings and
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complex backgrounds, but also ensure the attention and recognition of small buildings to a certain
extent by adjusting the characteristic response of channels. Inspired by two modules, the proposed
framework is called dual attention-based build extraction method (DANet-based BE). The effectiveness
of our method is validated on a wide range high spatial resolution image, i.e., Jilin-1 Gaofen 02A
imagery and is compared with some state-of-the-art segmentation methods. Experimental results
have demonstrated that the proposed dual attention-based method can makes buildings extracted
effectively and completely from the complex backgrounds.

The rest of the paper is organized as follows: Section 2 illustrates the detailed structure of the
proposed framework. In the Section 3, the high spatial image resolution data set and preprocessing
are described. The experiment results and analysis are arranged to the Section 4. Finally, the paper
is summarized in Section 5.

2 Methods

Figure 1: The framework of dual attention-based build extraction

Similar to dual attention-based network, the method for building extraction mainly consists of three
parts. First, residual neural network (ResNet) is used as the pre-training backbone network. Second,
the generated feature maps by ResNet are sent to two attention modules. For the channel attention
module, the feature maps of the convolution layer are input to the channel attention module after
dimension reduction. In the channel attention module, the module uses the self-attention mechanism to
model the dependencies between different channels and calculate the channel attention matrix. Then,
the weighted summation of the mapping between all channels is performed, and each channel graph is
updated to generate new features that can reflect the relationship between the channels. Meanwhile,
the spatial attention module calculates the weight value according to the feature similarity between
pixels, weights and updates the spatial feature of each location, and obtains a new spatial feature that
reflects the remote context information. Finally, the new features output by the two attention modules
at the pixel level are summarized and merged. Set the convolution layer to convert the results and
output, and get the prediction results of the building. The process of building extraction algorithm
proposed in this paper is shown in Figure 1.
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2.1 Backbone Network

In the ResNet network, the direct correlation channel and the nonlinear identity mapping by
shortcut connection learning are increased. The original required learning is transformed for easily-
optimization. It improves training speed and reduces the difficulty of model training. Due to the
down-sampling operation in the last two blocks of ResNet, the output feature map will be reduced
by half. We use two dilated convolutions to replace the down-sampling in these two blocks, thus
the feature map of 1 / 8 size of the input image can be obtained and the loss of information in
the pre-training process is reduced. Meanwhile, it makes ResNet have stronger pixel-level prediction
ability, and no additional parameters need to be added. In this paper, ResNet-50 and ResNet-101
were selected for experiments.

2.2 Dual Attention Module

2.2.1 Spatial attention module

Figure 2: Spatial Attention Module

The spatial attention module adaptively aggregates the similar features in the global spatial range
and uniformly encodes them into local features, which increases the representation range of local
features and improves the ability of the model to distinguish features. In this paper, the module
learns the detailed features (including the shape, proportion and distribution of buildings) between
the spatial positions of all buildings in the image, which improves the semantic consistency and
compactness within the buildings in the local features, and the resulting spatial feature map has
stronger feature expression. The local features generated by the module have good classification effect
on fuzzy pixels and can reduce the error classification of edge pixels.

As shown in Figure 2, the local features A ∈ RC×H×W sent to the spatial attention module generate
three new feature maps B,C,D (B,C,D, ∈ RC×H×W ) through the convolution layer, then reshape
B,C,D as the number of pixels of the feature map RC×N , N = H ×W , . The matrix RN×N obtained
by multiplying the transpose of C and B, performs softmax processing on each point (i, j) in row i
and column j of the matrix to obtain a spatial attention map S ∈ RN×N , sijrepresents the effect of
the i− th pixel on the j − th pixel. The larger the value is, the closer the two pixels are.

S ∈ RN×N ; sji = exp(Bi · Cj)∑N
i=1 exp(Bi · Cj)

(1)

Then, the transpose of the feature map D and S are multiplied and reshaped to RC×H×W . Finally,
it is multiplied by the scale parameter α (the initial value is 0, and gradually learn to assign more
weights in training learning), and perform element-wise summation with A to obtain the final output
as the feature matrix E ∈ RC×H×W . The above operation is as follows:

E ∈ RC×H×W ; Ej = α
N∑

i=1
(sjiDi) +Aj (2)
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The resulting feature at each location is the weighted sum of the features E at all locations and
the original features. Therefore, the spatial attention module can selectively aggregate the context
information and enhance the semantic consistency within the class.

2.2.2 Channel attention module

Figure 3: Channel Attention Module

For high resolution remote sensing images, each channel map with advanced features is a response
to a specific class of objects on the image. There is a part of information fusion between the channel
graphs. Fully exploiting the interdependence among them can generate feature graphs that highlight
the interdependence and improve the representation ability of specific semantics. Channel atten-
tion module builds the interdependence between channels in an explicit way. Buildings and some
non-buildings have similar material and reflection conditions, resulting in little difference in channel
characteristics of pixels. The channel attention module can analyze and integrate the characteristic
relationship between different channels on the basis of learning the single channel characteristics of
the image. Therefore, the different types of pixels with similar channel characteristics have good
classification ability, which can distinguish the pixels of buildings and other objects more clearly.

As shown in Figure 3, the original feature A ∈ RC×H×W is reshaped into RC×N , matrix Ai and
its transpose matrix Aj to perform matrix multiplication, and then through the softmax layer, the
channel attention matrix X ∈ RC×C is obtained, xji represents the influence of the i− th channel on
the j − th channel.

X ∈ RC×C ; xji = exp(Ai ·Aj)∑C
i=1 exp(Ai ·Aj)

(3)

Then, X and the transpose matrix of A is matrix multiplied, and the resulting matrix is reshaped
into RC×H×W . Finally, the matrix is multiplied by the parameters beta, and then the element by
element sum operation is performed with the A matrix, and the final characteristic matrix E ∈
RC×H×W of each channel is finally output. The calculation process is as follows:

E ∈ RC×H×W ; E = β
C∑

i=1
(xjiAi) (4)

The learnable parameter β is initialized to 0. The above two formulas show that the final feature of
a single channel is the weighted sum of the features of all channels and the original channel. Therefore,
the channel attention module models the dependency between channels, which helps to improve the
long-term semantic dependency between feature maps.
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2.3 Module Embedding

In order to aggregate building features from two dimensions and prepare for pixel prediction, we
embed the spatial attention module and channel attention module into the existing FCN pipeline.
First, we set up the convolutional layer to convert and output the new features generated by the two
attention modules. Then, feature fusion is performed on the two types of new features after conversion
in a way of element-by-element accumulation. Finally, the final prediction map is generated through
the convolutional layer. The embedding process effectively enhances the feature representation under
simple operations and make the network achieve a better prediction effect for building extraction.

3 Experimental preparation

3.1 Dataset

To evaluate the proposed method, the Jilin-1 Gaofen 02A imagery was used for building extraction
validation. Jilin-1 Gaofen 02A imagery is a push-broom image with a panchromatic resolution better
than 0.75m, a multi-spectral resolution better than 3m, and a width greater than 40km. There are
four spectral bands, i.e., blue, green, red and near-infrared spectrum channels. The orbit height of
the Jilin-1 Gaofen 02A imagery is 535km, the sub-satellite point is 21.5km, and the uncontrolled
positioning accuracy is 20m. The Jilin-1 Gaofen 02A imagery has high spatial resolution, and the

Figure 4: Channel Attention Module

edges of buildings are relatively clear. The characteristic of the considered dataset is that the image
contains both the city center with dense buildings and the suburbs with few buildings. There are many
green bushes between large and small buildings. Buildings have rich changes in density, height, top
surface area and shape, degree of inclination, light and shadow. The roads and rivers show confused
features with at the border of buildings. Therefore, this data set can be used to verify the ability of
different algorithms for building extraction.
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3.2 Image preprocessing

The extraction of buildings is manually drawn by visual interpretation through comprehensive
direct interpretation, comparative analysis and logical reasoning. In the rendering process, due to
the influence of satellite sampling angle and illumination angle, there is partial overlap in the roof of
adjacent buildings with large height difference in the image, and the edge of the building under the
shadow is too dark to be clear. After comprehensive comparison of real ground objects and image
enhancement, the building boundary information in complex situations is drawn. Auxiliary references
include Google Earth and Baidu Maps. In this paper, three spectral channels, i.e., the near infrared,
red and green are selected for false color synthesis of the image. The false color composition of the
image and the corresponding ground truth map are shown in Figure 4. The image covers about 80%
of the central area of Jilin City, Jilin Province, China.

For training and prediction, the high spatial resolution image is cut into two sub-regions by 7:
3. The 70% image is randomly cut into 1415 non-overlapping 256 × 256 pixels pictures as training
dataset. The cropping principle is that the number of building pixels in a single 256×256 pixels image
accounts for 60% and more than 60% of it. Another 30% of the image is cut into 585 256× 256 pixels
pictures as test set. Some edge images without buildings are discarded.

4 Experiments and discussion

4.1 Experimental conditions

The experiment is based on the Ubuntu 16.04.5 LTS system, using a single GPU acceleration, the
server processor is 12 Intel (R) core (TM) i7-5930K CPU @ 3.50GHz, the graphics card is NVIDIA
TITAN X, the running environment version is Python 3.8.5, torch 1.6, CUDA 9.2. For the high spatial
resolution data set used in this paper, the basic learning rate is set to 0.01, and the momentum and
weight attenuation coefficients are 0.9 and 0.0001, respectively.

4.2 Evaluate indicators

This paper evaluates the building extraction results of high spatial resolution images from both
qualitative and quantitative aspects. For the qualitative evaluation, the extraction results in test set
is compared with the ground truth by visual inspection of the integrity and the continuity for the
building. For the quantitative evaluation, the pixel accuracy (PA), overall accuracy (ACC) and mean
intersection over union (MIOU) were used to compare and evaluate the building extraction results.
The specific calculation is as follows:

PA =
∑

i nii∑
i tii

(5)

ACC =
∑n

i nii

N
(6)

MIOU = 1
nc

∑
i

nii

ti + ∑
i nji − nii

(7)

where represents the total number of pixels whose category i is predicted to be category j, ti =∑
j nij , nc represents the number of building categories in the data set, and N represents the total

number of pixels.

4.3 Results and analysis

4.3.1 Parameter influence analysis

In order to analyze the influence of different parameters on building extraction results for the
consider high spatial resolution data set, different convolution levels of the DANet-based BE, i.e.,
DANet-50 and DANet-101 are compared. In the experiment, 1415 remote sensing images were trained,
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Table 1: Time and Evaluation Parameters of DANet-50 and DANet-101

Model Backbone PA ACC MIOU Training time (min) Test time (s/image)

DANet-50 ResNet-50 0.9431 0.9515 0.9074 244 14

DANet-101 ResNet-101 0.9408 0.9488 0.8594 288 22

and 525 images were tested. The number of iterations is 40000. The training time and test time are
list in Table 1.

A qualitative assessment of the various methods on the Jilin-1 Gaofen 02A dataset can be seen
in Figure 5. As can be seen from Figure 5 (c1) and (d1), the DANet-50 completely segments the
boundary of the "I"-shaped building, while the DANet-101 miss the middle area of the building. For
the image (d2), the DANet-101 recognizes parts of the river pixels as buildings. In the dense buildings
in original image (a3), the gaps, i.e., adjacent or separated relationship between the buildings can
be reflected more accurate using the DANet-50. For complex buildings in original image (a4), the
DANet-50 is also better than the DANet-101 at discriminating non-buildings. As can be seen from
table 1, the PA, ACC and MIOU of the DANet-50 are slightly higher than the DANet-101.

Figure 5: Segmentation Results of DANet-50 and DANet-101 on Jilin-1 Building Data Set

From the above qualitative and quantitative evaluation, the DANet-50 with a low number of
convolutional layers shows more accurate results than the DANet-101 which have a high number of
layers. It may be due to the fact that the increased depth in DANet-101 leads to an increase in the
number of parameters and features that causes overfitting to the model. Therefore, the DANet-50
network has a better performance. In this paper, we use the DANet-50 for buildings extraction in the
following experiment.

4.3.2 Efficiency Comparison

In this experiment, the building extraction performances of the proposed DANet-50 are compared
with those of other state-of-the-art methods, i.e., DeepLab-v3+, PSPNet and PSANet. During the
experiment, each model uses the same training data set and test data set, the learning rate is set to
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0.01, and ResNet-50 is selected as the backbone network. Figure 6 shows the visual performances of
different models on Jilin-1 building data set. In the visualization results, the white area represents
the building, the black represents the non-building area and the yellow and red rectangles circle the
details that need attention.

Figure 6: Visual Performances of Different Models on Jilin-1 Building Data Set

From Figure 6, one can observe that the building boundary and integrity segmented by proposed
DANet-50 approach is more consistent with the ground truth map and achieved the best building
extraction performances compared with other methods. However, for the other three compared meth-
ods, i.e., the DeepLab-v3+, PSPNet and PSANet, the extracted building pixels relatively dispersed
and confused with non-building pixels. The original image (a1) presents the buildings with regular
distribution, the proposed DANet-50 and the three considered methods performed well. There is ob-
jects similar to asphalt pavement in the original image (a2), the DANet-50 has the best recognition
results, the DeepLab-v3+ and the PSPNet misclassified some of the non-buildings parts, and the
PSANet cannot extracts small buildings at the edge of the image. In the original image (a3), the
shape and color of buildings are quite different. As can be seen from Figure 6 (d3) (e3) and (f3),
the roofs of buildings are "broken" and "missing". However, as shown in figure (c3), the buildings
result performed by the proposed DANet-50 is excellent in integrity and boundary of buildings. Image
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Table 2: Evaluation Accuracy and Execution Time by the Proposed DANet-50 and the DeepLab-v3+,
PSPNet and PSANet

Model PA ACC MIOU Training time(min) Test time(s/image)

PSPNet 0.9132 0.9216 0.8547 225 14

PSANet 0.9224 0.9305 0.8701 252 15

DeepLab-v3+ 0.9243 0.9329 0.8742 264 15

DANet-50 0.9431 0.9515 0.9074 244 14

(a4) shows buildings with irregular shapes, from (c4) the extraction results of proposed DANet-50 is
most close to the ground truth map. The other three considered methods were prone to incorrect
exactions [see (d4) (e4) and (f4)]. For the original image (a5), the DANet-50 can better distinguish
individual building in a dense region, but the other three considered methods have different degrees
of omissions. In the original image (a6), all four methods can find small buildings hidden by plants,
but the DANet-50 can extract more accurate building boundary.

Table 2 lists the evaluation accuracy and execution time of different methods. For the building
extraction accuracy, the proposed DANet-50 achieves the highest PA, ACC and MIOU compared with
the DeepLab-v3+, PSPNet and PSANet. Among the compared methods, the accuracy of PSANet
and DeepLab-v3+ is close, and the PSPNet accuracy is relatively low. It is worth noting that the
ACC and the MIOU obtained by the DANet-50 reached more than 95This is expected due to the
spatial attention module and channel attention module applied in the DANet-50 which have strong
adaptability in the scale context feature and each channel feature and can learn the details of the
building in different scales, shapes and distribution. The comprehensive function of the two modules
summarizes the high-level features of buildings and enhances the extraction effect of the model on
buildings. Compared with the DeepLab-v3+, PSPNet and PSANet network models, the extraction
results are more accurate. Moreover, the DANet-50 can ensure the integrity of complex building
extraction and the consideration of global building information. It shows that the proposed DANet-50
has high adaptability and generalization ability for building extraction. For the execution time, under
the same training samples, the training time of the proposed DANet-50 is slight longer than that of
PSPNet network, and faster than that of PSANet network and DeepLab-v3+ network. This can be
attributed to the fact that the method has a strong ability to integrate features and predict, the initial
loss value is relatively small, and the frequency of modifying the weight value is low.

5 Conclusion
To efficiently extract building on high spatial resolution images, this paper presents a self-attention

mechanism, i.e., DANet for building extraction. In the proposed building extraction method, the spa-
tial attention module and the channel attention module are used to learn the dependency relationship
between architectural spatial features and channels at different scales, respectively. Meanwhile, the
global feature fusion and the correlation between semantic features are enhanced that lead to the spa-
tial characteristic of building and the complex spectral feature representation were captured. A high
spatial resolution imagery, Jilin-1 Gaofen 02A dataset, which contains complex building information
was used to verify the effectiveness of the DANet. Experimental results have demonstrated that the
DANet can maintain the integrity of the extracted building and distinguish the boundary of confused
building-like objects easily in different scales and shapes, and dense urban areas or sparse suburban
areas. Compared with other state-of-the-art methods, i.e., DeepLab-v3+, PSPNet and PSANet, the
proposed DANet can aggregate and relate the local and global features at each position from the
spatial attention module and represent comprehensive features with channel attention module. The
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building extraction of visual performances and evaluation accuracy indicators were improved from
complex background information of high spatial resolution images. In the future, the integrity of
building extraction cloud be further improved by combination with the superpixel technique.
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