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Abstract
The biliary tree is a network of tubes that connects the liver to the gallbladder, an organ right

beneath it. The bile duct is the major tube in the biliary tree. The dilatation of a bile duct is a
key indicator for more major problems in the human body, such as stones and tumors, which are
frequently caused by the pancreas or the papilla of vater. The detection of bile duct dilatation
can be challenging for beginner or untrained medical personnel in many circumstances. Even
professionals are unable to detect bile duct dilatation with the naked eye. This research presents
a unique vision-based model for biliary tree initial diagnosis. To segment the biliary tree from
the Magnetic Resonance Image, the framework used different image processing approaches (MRI).
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After the image’s region of interest was segmented, numerous calculations were performed on it to
extract 10 features, including major and minor axes, bile duct area, biliary tree area, compactness,
and some textural features (contrast, mean, variance and correlation). This study used a database
of images from King Hussein Medical Center in Amman, Jordan, which included 200 MRI images,
100 normal cases, and 100 patients with dilated bile ducts. After the characteristics are extracted,
various classifiers are used to determine the patients’ condition in terms of their health (normal or
dilated). The findings demonstrate that the extracted features perform well with all classifiers in
terms of accuracy and area under the curve. This study is unique in that it uses an automated
approach to segment the biliary tree from MRI images, as well as scientifically correlating retrieved
features with biliary tree status that has never been done before in the literature.

Keywords: : Biliary Tree, Image Processin, Biliary duct, Deep Learning; Bile Duct, Bioengi-
neering, Bioinformatics.

1 Introduction
The biliary tree is a network of vessels that transports digestive juices from the liver, pancreas,

and gallbladder to the intestines [5, 9, 13, 39]. The most important part of biliary tree is Bile duct.
Dilation of the bile duct can be considered as a sign of cancer on the gallbladder [4, 20]. Efferent
hepatic innervations are known to play a function in the regulation of bile flow in biliary physiology
innervation may play a role in the modulation of bile salt, cholesterol, and lipid production in response
to somatostatin and eating, according to experimental denervation investigations [47]. Obstruction
of the biliary tree, which can be caused by stones, tumors that is usually of the papilla of Vater or
the pancreas, benign strictures due to chronic pancreatitis or primary sclerosing cholangitis, benign
stenosis of the papilla for instance papillary stenosis, or a papillary diverticulum, is the most common
cause of dilated bile. Parasites that infiltrate the biliary tree are a frequent type of blockage in im-
poverished countries. Choledochal cysts, which are either congenital or acquired dilatations without
blockage that can be associated with anomalies of the pancreatic duct and the bile duct, are a less
common cause of dilated bile ducts [22]. Biliary tree contain several organs intrahepatic, extrahepatic
bile ducts and gallbladder. The small bile ducts proximally to the right and left hepatic ducts are the
source of intrahepatic cholangiocarcinoma’s. The right or left hepatic duct, the cystic duct, or the
choledochal duct are all potential sites for extrahepatic bile duct carcinomas [40].
The gallbladder temporarily stores bile produced by the human liver before it is transported via the
common hepatic and cystic ducts [10, 22, 40]. The gallbladder’s main goal is to eliminate bile, which
is performed by a hormone called cholecystokinin (CCK), which causes the gallbladder to release bile
[31, 36]. The CCK causes the gallbladder to contract, allowing all of the bile to flow back out through
the cystic duct and on to the common bile duct, which is the final component of the biliary tree
[28]. Bile is made up of two components: pile pigments and bile salts, which aid in the emulsification
of fat. They allow the body to convert fat into micelles, which are ultimately absorbed in the ileum [8].

As shown in figure 1, that illustrate the anatomy of biliary tree and bile duct. The human biliary
tree normal range of healthy bile duct diameter is between 4-8 mm [29]. When the diameter of the
bile duct exceeds the usual and healthy range, the bile duct is said to be dilated, which may lead
to having a risk of cholangiocarcinoma. The most common cause of dilated bile duct is the obstruc-
tion of the biliary tree, which is caused, in turn, by tumors, stones and benign strictures. However,
the reasons that lead to the dilated bile ducts are either congenital or acquired dilations without
obstruction that can associate with abnormalities of junction between the pancreatic duct and the
bile duct. The dilation of the bile duct can be symptoms-free. Therefore, it considers as important
sign for doctors to decide that the suspicious patient’s biliary tree is dilated or not [41]. However,
novice doctors and radiologists find it difficult to recognize the dilation of bile duct. Radiologists are
also having difficulty identifying dilation with their naked eyes, particularly if it is less than 3 mm
above the usual range. To diagnose the situation, they must obtain an image of the bile duct through
Computerized Tomography (CT) scan or Magnatic Resonance Images (MRI) and manually measure
the duct’s diameter [42]. Although importing the image into the device used for magnifying the image
and then physically measuring the diameter is a fundamental and vital operation for diagnostics, it
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Figure 1: Anatomy of biliary tree and bile duct (Nader et al. [29])

takes a long time. Several research projects have proposed employing visual recognition and feature
extraction to aid clinicians and radiologists in recognizing bile duct dilatation. However, just a few of
them used MRI pictures in their research. Instead, CT scan pictures were used.

A biliary tree model proposed in this paper in order to help radiologists and doctors to detect and
accurate diagnose if the suspected patient may have risk or not. The proposed model using computer
vision and machine learning algorithms applied on MRI images to classify the biliary tree status.
Moreover, ten features are extracted from the segmented biliary tree which are minor axis, major
axis, bile duct area, biliary tree area, compactness, and texture features (contrast, mean, variance
and correlation). All these features extracted to help specialists in detecting the status of biliary tree
(dilated or not) in order to give an efficient diagnosis.
The proposed model is consisting of three stages. Preprocessing of the image consider as the first
stage that resizing the MRI image from 960x540 to 512x512, then, a gray scale and sharpen technique
applied on it [37]. After that, the image is denoised using Convolution Neural Network (CNN) [49].
The second stage is segmentation, that uses Contour Without Edges (CWE) technique on the improved
MRI image from the preprocessing stage [43]. The purpose of the segmentation stage is to segment
the biliary tree. The last stage is extracting ten features from the segmented area. Once all ten
features are extracted from all MRI images, multiple of common binary classifiers such as, K-Nearest
Neighbors (KNN), Support Vector Machine (SVM), Multi-Layer perceptron neural network (MLP)
Logistic Regression (LR), Decision Tree (DT) and Random Forest (RF) are applied to construct the
biliary tree dilation detection models.
The MRI images used in this paper were collected from King Hussein Medical Center (Amman-
Jordan). The dataset is split into two parts. The first part contains half of the MRI images labeled
as normal bile ducts. The other half labeled as dilated bile ducts. The labeling process applied by
specialists in the King Hussein Medical Center. Fortunately, the quality of these images is accepted
to carry out this research.
To that end, this research attempts to answer the following research questions: RQ1. Is it possible to
detect early biliary tree dilatation using machine learning algorithms? RQ2. Do the extracted features
enhance the diagnosis of biliary tree dilation in comparison to traditional way? In summary, the main
contribution of the proposed research can be specified as follows:

• Proposing a new framework that help both doctors and radiologist in the initial diagnosis of
biliary tree dilation, as it the most important indicator for one or more several diseases that the
patients may have.

• Introducing a vision-based architecture and features for initial screening using MRI images. This
work shows that there is an evidence of computational relationship between the status of biliary
tree dilation and the extracted features.
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2 Literature Review
Nowadays, the dilation of biliary tree becomes one of the most common diseases that can be

caused due to many reasons. Bile dilation is difficult for doctors and radiologists to detect. To
execute a manual technique for determining the duct diameter, specialists will need CT or MRI
scans. Many academics have proposed numerous studies for biliary dilation recognition to tackle
these challenges. However, there is a lack of studies regarding bile duct dilation using MRI images
as most of the studies are focused on CT images. Medical photos are believed as a valuable resource
that can provide invaluable information for medical decisions and scenarios, particularly when used
in conjunction with deep learning techniques [7, 48]. As a preprocessing step for MRI of the biliary
tree, it is critical to reduce any type of noise, as this would obstruct illness diagnosis [3, 44]. Since it
analyzes the most recent evolving techniques in the field of medical image processing, notably those
techniques connected to the de-noising stages with deep learning approaches, it has been suggested
that a new era of image-based disease diagnosis is beginning. Several deep learning approaches have
been used to quantify bile duct dilation in a variety of professional studies. Neural Networks are
pioneering approaches in the field of machine learning, and they have a variety of applications in
image processing, ranging from backpropagation neural networks to Convolutional Neural Networks
(CNN) [35, 46]. Exciting proofs and interpretations about the behavior of neural network weights in
general, and backpropagation networks in particular, were presented by certain study [26, 27]. An
important study regarding the uses of neural networks in feature extraction and feature selection was
presented in another paper [25]. In contrast of, the CNN machines’ performance in image applications,
particularly in image de-noising, was impressive. [23] offered an overview of deep learning, stressing
the critical importance of deep learning approaches in radiology-based medical practices. The De-
noising CNN (DnCNN) is one of these approaches. We discovered that none of the existing MRI
image techniques, specifically for bile duct measurement, used the DnCNN to remove any noise in
the MR images. The DnCNN, on the other hand, has been extensively used with MRI images of
different human organs [1, 16, 45]. As a result, the method used in this study is the first to use
DnCNN to eliminate noise from bile duct MR images. [33] presented a useful study on how to
evaluate bile duct diameter using Magnetic Resonance Cholangiopancreatography (MRCP) Images.
The authors of [17] used a method to test the DnCNN’s efficiency by introducing some artificial noise
to be rectified, and the results showed extremely modest changes. Furthermore, [24] developed a new
deep learning de-noising technique based mostly on two steps. The liver and bile tree were treated
using a variety of treatments and techniques. Ultrasound pictures, Computed Tomography (CT), MR
Cholangiopancreatography (MRCP), Magnetic Resonance Imaging (MRI) and other types of images
were used in these approaches, etc. Though, the magnetic resonance imaging (MRI) is a developing
technique that is generally acknowledged and used in the medical treatment of biliary illnesses [12].
The Contour Segmentation Technique (CST), which measures the contour, volume, and shape of the
liver or bile tree, is one of the most prevalent procedures used in this approach. In this study, we
employed the Contour Segmentation Technique to measure the intrahepatic biliary channel diameter,
a function for which the Contour Segmentation Technique has never been used before. In [30], the
CST technique was used in conjunction with 4D models of liver anatomy to ensure adequate surgical
resection and avoid any unique anatomy related to the biliary information needed during surgery. CT
and MRI images do not provide this type of information. As a result, 4D models are thought to be
the most suited technique. Nonetheless, the strategy provided by [6] is also regarded as an effective
technique for computer assisted surgical planning that uses 3D imaging. [14], on the other hand,
proposed a unique method for precisely measuring liver volume using MRI. The contour segmentation
method was the primary technique used to define the liver’s boundaries. Similarly, [38] discussed the
impact of MRI-based techniques and their evolving importance in data acquisition and processing.
They discovered that MRI had made significant progress in the fields of research and medical treatment
procedures relating to the biliary duct in particular. Similarly, to what [38] proposed, [18] proposed an
approach to examine the biliary duct using MRI and MRCP images. Other studies used ultrasound-
based techniques on the extrahepatic bile duct to detect possible duct dilatation and, as a result,
diagnose primary neuroendocrine [15] and biliary duct assessment [19]. The proposed framework in
this study, and according to the related work review, will be the first to use the DnCNN technique in
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combination with the CST to handle the intrahepatic biliary ducts from MRI images and extract a
useful set of features and values that expresses the diagnostic condition of this organ.

3 Methods and Experiments
The major goal of this research is to create an MRI-based automated biliary tree dilation detection

framework. As illustrated in Figure 2, the proposed framework includes a series of processes for
processing, segmenting, and extracting features from MRI images in order to create training data that
best describes the biliary tree. This information will be fed into a machine learning algorithm that
will be used to train and test a prediction model that can forecast a patient’s condition based on their
MRI scans.

3.1 Dataset

In this research. The MRI images dataset used in this proposed work was collected from The King
Hussein Medical Center’s (Amman-Jordan). For each patient, 100 images were randomly selected from
the database. The total number of images collected and adopted for this research was 100 images.
the dataset split into two parts by medical experts as “having dilated biliary tree” or “having normal
biliary tree”. Samples of 50 participants were collected randomly from each group. The collected
samples contained a total of 43 female and 57 male participants. The age range of the participants’ is
40 – 65 years old. Further examination for each image was conducted by an expert (surgeon) to make
sure that there is no mistake during the initial classification. The surgeon stated the dilation level
of each bile duct in the images; and accordingly, the bile duct in each image was labeled as Normal
or Dilated taking into consideration that the diameter of a normal bile duct ranges from 4mm up to
8mm [29].

3.2 Preprocessing

This is the initial step of the proposed framework, as shown in Figure 2. It begins by passing the
MRI image through a cascade preprocess technique. The MRI image is resized to 512×512 scale in
the first step of the pre-processing phase. This scale was chosen to preserve the original resolution at
a reasonable level of quality, as shown in the equation 1:

GrayscaleImage = 0.3Red+ 0.59Green+ 0.11Blue (1)

Figure 2: The proposed framework.

To remove any existing noise, the produced gray scaled image is sent into the trained neural
network. Feed-forward De-noising Convolution Neural Networks are used for this (DnCNN) [37] was
used, as shown in Figure 3.b. This method is mostly used to deal with Gaussian de-noising at any
noise level. The latent noise-free picture in the DnCNN’s heading layers is implicitly removed by
DnCNN. In a nutshell, DnCNN divides the image into many stages:

• PSet the convolution filter size to 3×3.

• Set the receptive field size to 35×35 and applies Gaussian de-noising.
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Apply residual learning to train residual mapping based on three layers (Convolution layer, Relu
Layer and Batch Normalization layer). Finally, DnCNN trained in an end-to-end fashion based on
Equation 2.

l(Θ) = 1
2N

N∑
i=1
‖R (yi; Θ)− (yi − xi)‖2f (2)

Where Θ is the trained parameters, N represents the number of images, xi ,yi represent the noise-
free image for training and R(yi;Θ) represents the residual learning [7]. Next, the process of image
enhancement is initiated via histogram equalization which is considered as a technique for contrast
adjustment that provides better image quality without any information loss [34], as Figure 3.c shows.
Equation 3 below. illustrates the histogram equalization technique.

h(v) = round
(
CDF (v)− CDFmin
(M ×N)− CDFmin

× (L− 1)
)

(3)

where CDF is the cumulative distribution function, CDFmin is the minimum non-zero value of the
cumulative distribution function, M and N are the width and the height of the image respectively, and
L is the number of the used gray level.
After that, an image complement technique is used to prepare the MRI image for the next enhance-
ment, which uses the De-Hazing approach to distinguish the biliary tree from the surrounding com-
ponent of the picture. The atmospheric haze is reduced using the De-Hazing process. It all starts
with a calculation of the ambient light. The transmission map is then estimated and refined, and
the image is finally restored [11, 32]. The resultant MRI image after performing the De-Hazing ap-
proach is shown in Figure 3.c. Figure 3.d depicts the final stage of the preprocessing phase, which
entails complementing the image once again in order to prepare it for the second phase, which is the
segmentation phase.

Figure 3: Pre-Processing techniques. (a) Original Image. (b) De-noised image using DnCNN. (c)
Image adjustment and then histogram equalization. (d) Complemented and reduced haze MRI Image.

3.3 Segmentation

The image is ready for segmentation once the preparation phase is completed correctly. For
the segmentation process, the enhanced active contour technique was used [43]. This technique has
the advantage of defecting objects with undefined bounds using a gradient or smooth boundary.
Furthermore, the enhanced active contour approach can work even if there is still considerable noise
in the image [43]. The segmentation procedure begins with the generation of a black mask image
of the preprocessed image’s size. Figure 4.a shows the white rectangle inside the mask image that
serves as the process’s beginning point, also known as a seed for the segmentation approach used. The
biggest issue we have while making the mask that carries the seed is determining the best location to
put the seed. As a result, we conducted multiple experiments to place the seed in the right position,
we resized and plant the seed in the center of the mask as a first step then we keep increasing the
size of the seed and moving it around the center (bile duct is located close to the center of the MRI
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image). Finally, we discovered that the exact spot to plant the seed is 10 pixels to the left of the MRI
picture center. Equations 4 and 5 are used to determine the placement of the seed.

x = W

2 − 10, (4)

y = H

2 − 10, (5)

where W, H are the width and the height of the mask image respectively.

As the initial segmentation point for all images, this location is assured. Identifying the exact
position of the seed, on the other hand, only solves part of the problem. The other element is solved
by choosing the proper seed size. The seed size is significant because, in certain situations, the seed
does not reach the bile duct adequately, and so the segmentation process does not begin. We changed
the size of the seed to solve this problem. Equations 6 and 7 show the coordinates of seed adapted
size.

x1 = ri
2 − 10, x2 = ri

2 + 10 (6)

y2 = ci
2 − 10, y2 = ci

2 + 10, (7)

Where ri is index of ith row, and ci is the index of ith column. Figure 4.a depicts the seed
placed in the precise location and size (the white rectangle). The segmentation is now ready to be
implemented. The adopted contour technique segmentation works by involving several iterations over
the image starting from the predefined seed point. When a predetermined number of iterations have
been accomplished, the segmentation process comes to an end. The key need of the enhanced active
contour technique is to know how many iterations are required. As a result, various studies were carried
out using MRI pictures of the dilated and normal biliary tree. We discovered that 625 iterations are
required. Equation 8 describes how the active contour approach works. The segmentation process is
shown in Figure 4.b at iteration number (60, 340, 500 and 625). The detected biliary tree in the image
under examination is the principal result of this step, as shown in Figure 4.c.

F (c1, c2, C) = µ× |C|+v.Area(inside(c))
∣∣∣∣+λ ∫ ∣∣∣∣u0 − c1|2 dxdy + λ

∫
|u0 − c2|2 dxdy (8)

Where C represents the curve of the biliary tree, the constants c1,c2 are the averages of u0 inside
and outside C respectively, u0 represents the image gradient, and µ,λ are two positive parameters.

3.4 Features Extraction and Selection

Once the segmentation process of biliary tree is accomplished, then, the process of segment the
bile duct can started. Binary Large Object (BLOB) technique is adopted in order to accomplish this.
The perimeter and circularity of the blob technique are the two most important characteristics. As a
result of using the blob technique, multiple blobs are formed from the segmented biliary tree, and the
bile duct is recognized as the largest linked component between the clustered blobs. The extracted
bile duct from the biliary tree image is shown in Figure 4.d. The diameter of the bile duct can be
determined by measuring the distance between two places on the width and height of the bile duct.
As a result, these two features were chosen for recognition and given the names Minor Axis (MIA) and
Major Axis (MJA). Figure 4-d. shows the MJA and MIA, which represent the horizontal and vertical
distances between pixels in the bile duct, respectively. Furthermore, because the normal bile duct
has a smaller area than the dilated bile duct, the Bile Duct Area (BDA) is regarded as a significant
element in medical diagnosis. We also discovered that the biliary tree structure of the dilated bile
duct provides more information than the structure of the normal bile duct. The right and left hepatic
ducts, in instance, look sharper in MRI images of a dilated bile duct than in a healthy bile duct [11].
As a result, the Intrahepatic Biliary Area (IBA), also known as the biliary tree area, is considered as
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a feature. Compactness (CMP) is also a critical property because it determines how tightly pixels are
packed together. The compactness is seen in Equation (9).

Compactness = p2

4× π × a, (9)

Where P represents the perimeter, and a represents the area. The image in figure 4.e shows the
difference in structure between the normal and the dilated bile ducts.

Figure 4: Experimental and feature selection. a Mask Image. b Active Contour Segmentation on 60,
340, 500 and 850 Iterations. c Segmented biliary tree. d Major Axis and Minor Axis of Segmented
Bile Duct. e Structure of Normal and Dilated Bile Ducts.

The texture feature categories are GLCM is a tabulation of how often different combinations of
gray levels co-occur in an image or image section, can provide useful information about the texture
of an image but cannot provide information about shape. GLCM specifies the number of times that
the pixel with value (i) occurred horizontally adjacent to a pixel with value j [21]. After creating
the GLCMs using gray comatrix, it can derive several statistics from them include Contrast (Cont),
Correlation (Corr) [2]. Contrast that a measure the local variations in the gray-level co-occurrence
matrix. The mathematical formula to calculate Contrast as shown in Equation 10. (pi,j) represents
the element of GLCM matrix.

Contrast =
N−1∑
i,j=0

pi,j(i− j)2 (10)

Correlation that a measure the joint probability occurrence of the specified pixel pairs and math-
ematically started by calculate each mean and the variance (Var) by the Equations 11 and 12 then
calculate the Correlation by the Equation 13.

Mean(µ) =
N−1∑
i,j=0

ipij (11)

Variance
(
σ2
)

=
N−1∑
i,j=0

pij(i−µ)2 (12)

Correlation =
N−1∑
i,j=0

(i− µ)(j − µ)
σ2 (13)

However, all of the extracted features are measured in pixels, which will have an impact on the
classification results due to the various sizes of the original images. As a result, we take the ratio into
account for features that use pixels as a unit. As a result, the major and minor axes are each divided
by 512 (Which is the size of the image). Furthermore, we divide the bile duct area by the biliary tree
area to provide a feature termed Area Ratio (AR). As a result, the feature set is pared down to only
four: MJA, AR, MIA and CMP. A simple comparison of the average selected feature values between
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Table 1: The complete dataset description after extracting the features and before Scaling.
Medical MJA MIA BDA BTA CMP AR Cont Var Corr Mean
mean 9.78 132.69 61.49 5854.69 9171.73 12.48 0.10909 0.07791 0.947737 0.038823
std 4.43 58.58 36.05 6955.09 8365.57 8.13 0.2021 0.02051 0.039886 0.031791
min 4.00 30.54 26.49 697.00 820.00 0.72 0.0038 0.02896 0.68176 0.002785
Max 18.00 303.35 214.53 44843.00 41982.00 33.09 0.96480 0.11074 0.99285 0.140656

the dilated biliary tree and the healthy biliary tree was done to determine the initial efficiency of the
selected features. The final data description for all retrieved features is shown in Table 1. To ensure
that all features have the same influence when applying machine learning techniques, each feature was
scaled to be within the range [0, 1] using the min-max scaler algorithm.

3.5 Choice of Machine Learning Algorithms

In this study, Multiple machine learning algorithms, such as Multi-Layer Perceptron Neural Net-
work (MLP), Support Vector Machine (SVM), K-Nearest Neighbors (KNN), Logistic Regression (LR),
and Random Forest (RF), are used to build a classification model that can predict whether patients
are dilated or normal biliary tree.
A feed-forward neural network technique with one input layer, at least one hidden layer, and one
output layer is known as the MLP. An input vector is represented by each neuron in the input layer.
This model’s input variables are the four features (MIA, MJA, AR, and CMP) from the preceding sec-
tion’s reduced feature list. In the neurons of the buried layer, the MLP employs a nonlinear activation
function. In the output layer, on the other hand, a linear activation function is frequently utilized.
The number of neurons in the output layer is determined by the type of problem. The number of
neurons equals the number of labels, and the output is the probability of each label if the problem
type is classification, as it is in our instance. Patients’ status as one possible output label from dilated,
normal is the target variable. As a result, each output neuron represents a class label, and the output
neuron with the highest probability is chosen. The number of hidden layer neurons vary depending
on the number of input neurons and the training algorithm utilized.
The backpropagation method and the conjugate gradient algorithm are two popular training algo-
rithms. We used the backpropagation technique in this work because it has advantages over the
conjugate gradient algorithm. After numerous experiments, the number of neurons for each layer
was carefully selected. The number of input neurons is 4, which corresponds to the number of input
characteristics, the number of hidden neurons in the hidden layer is 10, and the number of output
neurons is 2. The sigmoid function was chosen as the activation function in this study.
To classify data, the KNN employs the concepts of retrieving by similarity and voting. The KNN
basically finds the closest k comparable examples for the new one, then uses voting to determine the
final output. Choosing the value of k has a significant impact on KNN accuracy; for example, if we
choose a little value of k, more valuable examples may be overlooked, reducing accuracy, whereas a
big value of k is time and resource intensive. The most frequent method for determining the proper
value of k is to multiply the total number of data points by the square root of the total number of
data points. We chose k=5 in this article because it is a sensible figure that allows us to select the
best closest scenarios while minimizing resource costs.
SVM is used to create the best hyperplane for separating data with the most margin. The margin
is defined as the maximum width of the slab parallel to the hyperplane that has no data points on
the inside. The choice of kernel functions, such as Gaussian, Polynomial, and Radial Basis Function,
determines the best hyperplane generation. Hyperplane generation can benefit from both Gaussian
and Radial Basis function kernels because they support the localization of training data, which implies
that the data can be efficiently separated. Radial basis kernel was employed in this research.
Random Forest is an ensemble learning technique that may be built using the Bagging process from a
set of decision trees. While expanding the trees, RF adds more unpredictability to the model. When
splitting a node, it looks for the best feature from a random subset of features rather than the most
essential feature. As a result, there is a lot of variety, which leads to a better model. As a result, the
process for splitting a node in a random forest only considers a random subset of the features. Instead
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of searching for the greatest possible thresholds, you may make trees even more random by employing
random thresholds for each feature (like a normal decision tree does).
LR is a binary classifier based on the probabilistic statistical regression technique’s assumptions. By
fitting cases to a logistic curve, LR is used to describe the connection between one dependent binary
variable and one or more independent variables. The sigmoid function is used by the LR to estimate
the class probability of a test item.

3.6 Performance Measures

The proposed framework’s accuracy has been assessed using a variety of performance measures.
Sensitivity, precision, specificity, F1 score, accuracy, and Area Under Curve were the major perfor-
mance measurements we used (AUC). As stated in equation 14, sensitivity is utilized to calculate the
proportion of dilated cases that are anticipated to be dilated. As illustrated in equation 15, precision
is utilized to calculate the fraction of dilated patients from total dilated forecasts. As indicated in
equation 16, specificity is utilized to determine the fraction of normal instances that are anticipated
to be dilated patients. As indicated in equation 17, F1 is utilized to make choices between sensitivity
and precision. As indicated in equation 18, the accuracy measure is used to assess the classification
model’s overall accuracy. Finally, AUC calculates the area under the ROC curve, which is generated
by a set of Sensitivity and Specificity values and expressed as a single value between 0 and 1.

Sensitivity = TP

TP + FN
(14)

Precision = TP

TP + FP
(15)

Specificity = TN

TN + FP
(16)

F1 score = 2× (sensitivity × precision)
(sensitivity + precision) (17)

Accuracy = TP + TN

TP + TN + FP + FN
(18)

Where TP: True positive, TN: True Negative, FN: False Negative and FP: False Positive.

4 Results and Discussion
In this research, we developed an automated framework to aid doctors and radiologists in the

initial screening of the biliary tree’s state. We used numerous image processing algorithms in the
proposed framework to segment the biliary tree and the bile duct from MRI data. Ten features are
collected from each MRI picture once the region of interest has been segmented. Major Axis (MJA),
Minor Axis (MIA), Intrahepatic Biliary Area (IBA), Bile Duct Area (BDA), Compactness are the
characteristics (CMP), and some texture features such as contrast, mean, variance and correlation.
By dividing IBA by BDA, a new feature called Area Ratio (AR) has been created. As a result, the
IBA and BDA were not included in the prediction models that were created. We feel that the dataset
acquired from all images is ready to be sent to the neural network classifier after applying the ratio
concept to the extracted features. Following the extraction of the desired feature from all MRI images,
an analysis was performed to show the data distribution between the retrieved features and clinical
measurements. The link between the size of the biliary tree volume in millimeters (Medical) and each
attribute is shown in Figure 5. Experts utilize the medical variable to identify whether or not there
is a possibility of biliary tree dilatation. Dilated individuals have blue points, while normal patients
have orange points. The graphic clearly shows that normal patients have a smaller biliary tree volume
than dilated patients, indicating that there are significant variations in all extracted features between
normal and dilated biliary tree features. These findings suggest that the derived features will aid in
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Table 2: Evaluation results of all machine learning models.
Model Accuracy Sensitivity Precision F1 Score Specificity AUC
KNN 0.88 0.91 0.88 0.90 0.89 0.96
SVM 0.91 0.84 0.94 0.89 0.97 0.97
RF 0.97 0.94 0.98 0.95 0.99 0.95
MLP 0.92 0.85 0.97 0.88 0.97 0.93
LR 0.86 0.81 0.95 0.87 0.95 0.91
DT 0.95 0.90 0.89 0.89 0.96 0.90

the first screening of the biliary tree’s condition. This is because these characteristics can distinguish a
dilated biliary tree from one that is healthy. Figure 6 depicts the boxplots of each variable after scaling,
grouped by class label value, dilated (Yes), and normal (No). First, we used min-max scaling to ensure
that all features had the same influence and to make comparisons between them easier. The boxes
and median values are not completely overlapped in the figure, indicating that there is a considerable
discrepancy between two labels. Surprisingly, the median of all traits with normal patients is lower
than the median of dilated patients. This is a measure of how well the extracted features can tell the
difference between two class labels. Over the Biliary Tree area variable, we can see that the boxes and
median values of two labels do not overlap. Interval graphs in Figure 7 corroborate these findings.
We can observe that the interval plots for two class labels in each characteristic are not completely
overlapping, indicating that significant differences exist between two groups of patients. The gathered
data is fed into machine learning algorithms. We performed 10-folds cross validation to analyze our
outcomes for this study. The entire dataset was partitioned into ten subsets, with one subset serving
as a test and the remaining subsets serving as training for the classification models in each validation
run. Each run’s evaluation measures are recorded, and average values are calculated. Table 2 shows
the aggregated evaluation results. We can see that all models perform admirably on all evaluation
criteria. In terms of AUC, which many researchers use to assess the accuracy of classification models,
we can see that all models have high area under curve values, implying that the models can accurately
categorize dilated patients based on our extracted features. The SVM is the better of the two, as
indicated in bold language in Table 2. Other performance indicators suggest that RF is the best
option. Another key point to note in this study is the classification algorithm’s ranking consistency
across datasets and numerous performance indicators. The algorithm’s ranking stability means that it
should always produce accurate results and rank high across all datasets and performance indicators.
The RF was ranked best across all evaluation measures except the AUC measure, according to our
findings. Finally, we may deduce from the aforementioned findings that the KNN is the least accurate
across all performance measures. The ROC for all models is shown in Figure 8. The RF is clearly
superior, which validates the findings in Table 2, whereas the LR is the less accurate. Again, We go
over the study questions again to see if we can answer these questions based on our findings:

• RQ1. Is it possible to detect early biliary tree dilatation using machine learning algorithms?
Yes, we discovered that all classification models generate highly accurate results with good
performance on the dataset derived from the retrieved features. Figure 8’s ROC backs up our
claim that all created models are predictive.

• RQ2. Do the extracted features enhance the diagnosis of biliary tree dilation in comparison
to traditional way? Yes, as can be shown in Figure 5, the retrieved characteristics are capable
of distinguishing between two class labels (dilated and normal). Furthermore, all classification
models’ accuracies corroborate our hypothesis.

5 Conclusion
In this paper, a novel automated framework for biliary tree MRI imaging has been presented to aid

clinicians and radiologists in the first screening of the biliary tree. To aid in the detection of biliary tree
dilatation, vision-based technologies such as image processing and machine learning techniques have
been explored. The MRI pictures were obtained at King Hussein Medical Center (Amman, Jordan),
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Figure 5: ROC graph for all machine learning models.

with the first half of the images representing normal bile ducts and the second half representing dilated
bile ducts.
Specialists in the medical field labeled each MRI image. The biliary tree was segmented using a variety
of image processing techniques. The features extraction process begins when the region of interest
has been split. Major Axis (MJA), Minor Axis (MIA), Intrahepatic Biliary Area (IBA), Bile Duct
Area (BDA), and Compactness were all retrieved from the biliary tree (CMP). After the features
extracted, they were subjected to a ratio technique in order to remove the units (pixels). The features
were then stored in the dataset and fed to six binary classifiers. The results reveal that the retrieved
features let classifiers discriminate between dilated and normal patients perfectly. Furthermore, it
has been discovered that all classification models give valid predictions when tested on a dataset
derived from extracted features. More MRI images could be added to the database in the future
to train the framework on more scenarios. More vision techniques, such as deep neural networks
for segmentation, can be used to MRI pictures in the future, and more classifiers can be added and
compared to determine which classifier has the best accuracy.
Finally, it’s crucial to note that our research is fraught with difficulties. One of the difficulties is the
data collection procedure, which is made more difficult by the fact that there is no online dataset
available for research purposes. As a result, gathering data from the hospital requires too much effort
and time.
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