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ABSTRACT: In this paper the specification of long memory has been studied using monthly data in 
total oil supply in Iran from 1994 to 2009. Because monthly oil supply series in Iran are showing non-
stationary and periodic behavior we fit the data with SARIMA and SARFIMA models, and estimate 
the parameters using conditional sum of squares method. The results indicate the best model is 
SARFIMA (0, 1, 1) (0, -0.199, 0)12 which is used to predict the quantity of oil supply in Iran till the 
end of 2020. Therefore SARFIMA model can be used as the best model for predicting the amount of 
oil supply in the future. 
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1. Introduction  

The recent finance and economic literature has recognized the importance of long memory in 
analyzing time series data. A long memory can be characterized by its autocorrelation function that 
decays at a hyperbolic rate. Such a decay rate is much slower than that of the time series, which has 
short memory. Traditional models describing short memory, such as AR (p), MA (q), ARMA (p, q), 
and ARIMA (p, d, q) can not describe long memory precisely. A set of models has been established to 
overcome this difficulty, and the most famous one is the autoregressive fractionally integrated moving 
average (ARFIMA or ARFIMA (p, d, q)) model. ARFIMA model was established by Granjer and 
Joyeux (1980). An overall review about long memory and ARFIMA model was model by Baillie 
(1996). In many practical applications researchers have found time series exhibiting both long memory 
and cyclical behavior. For instance, this phenomenon occurs in revenues series, inflation rates, 
monetary aggregates, and gross national product series. Consequently, several statistical 
methodologies have proposed to model this type of data including the Gegenbauer autoregressive 
moving average processes (GARMA), k-factor GARMA processes, and seasonal autoregressive 
fractionally integrated moving average (SARFIMA) models. The GARMA model was first suggested 
by Hosking (1981) and later studied by Gray et al. (1989) and Chung (1996). Other extension of the 
GARMA process is the k-factor GARMA models proposed by Giratis and Leipus (1995) and 
Woodward et al (1998). This paper investigates a special case of the k-factor GARMA model, which 
is considered by Porter – Hudak (1990) and naturally extends the seasonally integrated autoregressive 
moving average (SARIMA) model of Box and Jenkins (1976). Katayama (2007) examined the 
asymptotic properties of the estimators and test statistics in SARFIMA models. There are several 
methods for estimating the parameters in time series models. In this paper, we estimate the parameters 
using conditional sum of squares (CSS) method and testing procedures using residual autocorrelations 
such as the Lagrange multiplier (LM) test are shown. 

We intend to forecast the Iran’s oil supply in the future. Iran, a member of the Organization 
of the Petroleum Exporting Countries (OPEC), ranks among the world’s top three holders of both 
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proven oil and natural gas reserves. Iran is OPEC’s second largest producer and exporter after Saudi 
Arabia and in 2008 was the fourth-largest exporter of crude oil globally after Saudi Arabia, Russia, 
and the United Arab Emirates. 

This paper is organized of follows: the section 2 gives some definitions and properties for the 
ARFIMA and SARFIMA processes then we explain using CSS method and LM test. Section 3 
illustrates the use of the SARIMA and SARFIMA models and section 4 presents our final conclusions. 
                                                        
2. Materials and Method 
2.1 ARFIMA model 
 Let  t t

�
 be a white noise process with zero mean and variance 2


  > 0, and B the backward-shift 

operator, i.e.,  kB (x ) xt t k   . If  t tx
�

 is a linear process satisfying              
d

t t(B)(1 B) x (B)                                                                                                                           (1) 
Where d ( 0.5,0.5)  , (.) , (.)   are polynomials of degree p and q, respectively, given by  

2 p
1 2 p(B) 1 B B B      000 ,   2 q

1 2 q(B) 1 B B B      000         

Where , 1 i p, , 1 j qi j       are real constants, than  t tx
�

 is called general fractional 

differentiation ARFIMA (p, d, q) process, where d is the degree or fractional differentiation parameter. 
If d ( 0.5,0.5)  , then  t tx

�
 is a stationary, and an invertible process. The most important 

characteristic of an ARFIMA (p, d, q) process is the property of long dependence, when d (0.0,0.5) , 
short dependence, when d = 0, and intermediate dependence, when d ( 0.5,0.0)  .  
2.2 SARFIMA (p, d, q) (P, D, Q)s  processes 
In many practical situation time series exhibit a periodic pattern. We shall consider the         
SARFIMA (p, d, q) (P, D, Q)s process, which is an extension of the ARFIMA process (Bisognin and 
Lopes, 2009). 
Definition 1. Let  t tx

�
 be a stationary stochastic process with spectral density function 

xf (.) .suppose there exists a real number b (0,1) , a constant Cf  and one frequency G [0, ]   (or a 
finite number of frequencies ) such that 

bf ( ) C Gx f
 � when, G  

 Then,   t tx
�

 is a long memory process. 

Remark 1. In Definition 1, when b (0,1) , we say that the process  t tx
�

 has the intermediate 
dependence property (Doukhan et al., 2003).  
Definition 2. Let  t tx

�
 be a stochastic process given by the expression  

            DdS S S
t tB B 1 B 1 B x B B t         �                                        (2) 

Where   is the mean of the process,  { }t t �  is a white noise process with zero mean and variance 

2 2( ) , st    


� is the seasonal period, B is the backward-shift operator, that is  sk
t t skB x x   ,  

D s D(1-B )s   is the seasonal difference operator, (.) , (.) , (.)    and (.)  are the polynomials of 

degrees p, q, P, and Q, respectively, defined by  

 



Using SARFIMA Model to Study and Predict the Iran’s Oil Supply 
 

43 

       
p q

i j
i j

i 0 j 0

B B B B
 

        

       
QP

k l
k l

k 0 l 0
B B B B

 

                                                              (3)                                      

Where, ,1 i p, ,1 j q, ,1 k Pi j k         , and ,1 l Ql    are constants and  

0 0 0 0 1         . 

Then,   t tx
�

 is a seasonal fractionally integrated ARMA process with period s, denoted by 
SARFIMA (p, d, q) (P, D, Q)s, where d and D are, respectively, the differencing and the seasonal 
differencing parameters.                                                                                                 
Theorem 1. Let  t tx

�
 be a SARFIMA (p, d, q) (P, D, Q)s  process given by the expression (2), with 

zero mean and seasonal period s� . Suppose  s(z) (z ) 0    and s(z) (z ) 0     have no 
common zeroes. Then, the following is true. 

(i) The process  t tx
�

 is stationary if d + D < 0.5, D < 0.5 and s(z) (z ) 0,   for z 1.  

(ii) The stationary process  t tx
�

 has a long memory property if 0 < d + D < 0.5, 0 < D < 0.5 and  
s(z) (z ) 0,   for z 1.  

(iii) The stationary process  t tx
�

 has an intermediate memory property if  -0.5 < d + D < 0,              

-0.5 < D < 0 and  s(z) (z ) 0,   for z 1.   
2.3 CSS method 
There are several methods for estimating the parameters in time series models. In this paper, we 
implement the CSS method to estimate the SARIMA and SARFIMA models of oil supply in Iran. 
This method is equivalent to the full Maximum Likelihood Estimator (MLE) under quite general 
conditional homoskedastic distributions. A description of the properties of the CSS estimator and its 
finite sample performance is presented in Chung and Baillie (1993).                                                                                                                     
2.4 LM test 
This section discusses testing for the integration order, namely, the LM test, which draws on LM tests 
for the integration order of the ARFIMA model by Robinson (1991), Robinson (1994), Agiakloglou 
and Newbold (1994), and Tanaka (1999). For the purpose of practical implementation, Godfrey's 
(1979) LM approach is also used. For the SARFIMA model, we consider the testing problem of the 
null hypothesis H0: SARFIMA (p, d, q) (P, D, Q)s against the alternative: 
 HA, 1: SARFIMA (p, d + α0, q) (P, D, Q)s  Or HA, 2: SARFIMA (p, d, q) (P, D + αs, Q)s. 
The assumed null model is obtained by imposing the restriction α0(αs) = 0 and the alternatives are 
α0(αs) > 0 or α0(αs) < 0.  We get the p-values for testing the integration order corresponding to tests. 
 
3. Empirical Results 
3.1 The data 

The data employed in this study are the monthly oil supply in Iran from 1994 to 2009. The 
data are obtained from the Energy Information Administration of the U.S. Department of Energy. 
Figure 1 displays the data of oil supply in Iran, t{x } .  
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Figure 1. Time plot of oil supply in Iran, 1994-2009 
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As seen in figure 1, the monthly data are seasonally therefore we consider s=12. Figure 2 
displays the autocorrelation function (ACF) of the transformed data. The ACF decays very slowly and 
exhibits non-stationary. 
   
Figure 2. The sample autocorrelation function (ACF), (a) The ACF of monthly data of Iran's oil 

supply, (b) The ACF of differenced data   
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(b) 
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As seen in figure 2, there non-stationary in the observed data and this time series doesn't 

require seasonal differencing. The one approach to trend removal by differencing the series {x }t
 that 

the best transform for this data is 
y (1-B)xt t .                                                                                                                
3.2 Model selection 

To search for the best representation of this data, we first fitted differenced data y (1-B)xt t   

by the CSS method, where we used a sample mean of {y }t
, y  as an estimator of (y )t   , and set  

s = 12. AIC and BIC criteria are also used under the assumption of normality [see, e.g., Brockwell and 
Davis (1991, section 9.3)].                 

Fitting SARFIMA models or SARIMA models is limited to having SARMA parameters with  
0 p,q,P,Q 3   , and where the total number of estimated SARFIMA parameters (d, D, SARMA 
parameters, and 2 ) is less than 4. The total number of models is 70. As mentioned earlier, in addition 
to SARIMA models, SARFIMA models are fitted as well, because we intend to determine if the total 
oil supply in Iran have long memory. From among these estimation results, we selected models in 
terms of AIC and BIC that satisfy the following conditions: (i) LM tests are not rejected with the 
significance level 5% and 10 to 30 degrees of freedom (ii) the SARFIMA parameters all converged. 
All calculations were made using S-PLUS. Table 1 shows the best five models in terms of AIC model 
selection with estimators. ID denotes the model identification within 70 models. NE indicates the 
corresponding parameter is not estimated and is set to be 0. The numbers in parentheses in the column 
of AIC (BIC) denote the ranking of models in terms of AIC (BIC). 
                         

Table 1. Summary of AIC and BIC model selection estimates 
2  1  1  2  1  D d BIC AIC ID 

5754.7 
5755.1 
5696.0 
5755.9 
5697.8 

NE 
0.230 
0.243 
0.235 
NE 

0.341 
NE 
NE 

0.334 
NE 

NE 
NE 

-0.184 
NE 

-0.186 

NE 
NE 

-0.300 
NE 

-0.301 

-0.199 
NE 
NE 
NE 

-0.204 

NE 
-0.264 

NE 
NE 
NE 

(1)2020.4 
(2)2020.4 
(4)2023.7 
(3)2020.5 
(5)2023.8 

(1)2010.5 
(2)2010.7 
(3)2010.7 
(4)2010.8 
(5)2010.8 

54 
46 
23 
24 
53 
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SARFIMA (0, 0, 1) (0, -0.199, 0)12 model (model ID: 54) is the best model in terms of AIC among the 
70 model candidates. From theorem 1, the process {y }t

  has intermediate memory property.                                                                       

Table 2 shows the p-values for testing the integration order corresponding to the best five models 
using the LM test statistics.  
 

Table 2. P-values for testing the integration order corresponding to the best five models 
Alternative hypotheses Model 

0≠  αs , 0 ≠  α0 α0 =0, αs < 0 α0 < 0, αs =0  

0.0060 
0.00009 
0.5629 
0.4722 
0.0051 

5.5 × 10-10 

0.2471 

0.2858 

0.3430 

0.0002 

0.3206 
0.00002 
0.3173 
0.2811 
0.2989 

SARFIMA (0, α0, 1) (0,  αs , 0) 
SARFIMA (0,  α0, 0) (0,  αs , 1) 
SARFIMA (2,  α0, 0) (0,  αs , 1) 
SARFIMA (0,  α0, 1) (0,  αs , 1) 
SARFIMA (2,  α0, 0) (0,  αs , 0) 

  
In this table, models ID 54, ID 46 and ID 53 correspond to some models in alternative hypotheses of 
the first, second and fifth rows of SARFIMA models, and models ID 23 and ID 24 correspond to null 
hypotheses of the third and forth rows of SARFIMA models.                                                                                     
Our findings as follows: (i) results for SARFIMA (0,  α0, 1) (0, αs, 0), SARFIMA (0,  α0, 0) (0,  αs , 1), 
and SARFIMA (2,  α0, 0) (0,  αs , 0) support the estimation of d or D for models ID 54, ID 46, and     
ID 53. (ii) Except for SARFIMA (0,  α0, 0) (0, αs, 1), results for SARFIMA models show large p-
values for the alternative  α0< 0,  αs =0. (iii) Results for some SARFIMA models show relatively small 
p-values for the alternative  α0 =0,  αs < 0 and  α0  0,  αs   0.                                                                                                                    

The best model for 
ty  is SARFIMA (0, 0, 1) (0, -0.199, 0)12 model therefore the best model for 

tx  is 

SARFIMA (0, 1, 1) (0, -0.199, 0)12 model.  
3.3 Forecasting 
          Upon determination of appropriate model, it can be used for forecasting. The best model is   
SARFIMA (0, 1, 1) (0, -0.199, 0)12  model which is used to predict the total oil supply in Iran till the 
end of 2012 and  2020, as shown in figures 6 and 7. Tables 3 and 4 show the results of the In-sample 
and out-sample forecasts for the SARFIMA model. As seen in figures 6 and 7, total oil supply in Iran 
has increasing trend for the future.       
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Figure 6. Prediction plot of oil supply in Iran (2010-2012) 
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Figure 7. Prediction plot of oil supply in Iran (2010-2020) 

 
Table 3. Out-sample forecasts for the SARFIMA (0, 1, 1) (0, -0.199, 0)12 model 

upperCL lowerCL Prediction Date 

4372.939 
4423.095 
4446.569 
4464.660 
4489.326 
4483.343 
4486.284 
4499.173 
4519.272 
4533.748 
4541.347 
4551.095 
4555.127 
4569.854 
4575.812 
4584.655 
4597.244 
4588.720 
4589.843 
4595.965 
4607.346 
4615.601 
4618.773 
4624.912 

4076.793 
4064.985 
4043.063 
4024.765 
4018.676 
3985.836 
3964.796 
3955.928 
3956.049 
3952.008 
3942.313 
3935.812 
3934.799 
3942.150 
3940.624 
3941.999 
3947.204 
3931.412 
3925.400 
3924.526 
3929.054 
3930.595 
3927.192 
3926.889 

4224.866 
4244.040 
4244.816 
4244.713 
4254.001 
4234.589 
4225.540 
4227.551 
4237.660 
4242.878 
4241.830 
4243.453 
4244.936 
4256.002 
4258.218 
4263.327 
4272.224 
4260.066 
4257.622 
4260.245 
4286.200 
4273.098 
4272.982 
4275.901 

2010-01 
2010-02 
2010-03 
2010-04 
2010-05 
2010-06 
2010-07 
2010-08 
2010-09 
2010-10 
2010-11 
2010-12 
2011-01 
2011-02 
2011-03 
2011-04 
2011-05 
2011-06 
2011-07 
2011-08 
2011-09 
2011-10 
2011-11 
2011-12 

lowerCL: lower confidence limits of forecasts 
upperCL: upper confidence limits of forecasts 
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 Table 4. In-sample forecasts for the SARFIMA (0, 1, 1) (0, -0.199, 0)12 model 
Error Forecasts Actual Date 

-67.884 
-78.823 
-23.022 
35.125 
12.984 
27.312 
30.811 
13.106 
-1.363 
0.694 
5.358 
13.334 

4199.122 
4167.687 
4119.831 
4123.085 
4167.386 
4155.733 
4158.006 
4181.294 
4201.535 
4205.248 
4204.310 
4211.703 

4131.228 
4088.864 
4096.809 
4158.210 
4180.370 
4183.045 
4188.817 
4194.400 
4200.172 
4205.942 
4209.668 
4225.037 

2009-01 
2009-02 
2009-03 
2009-04 
2009-05 
2009-06 
2009-07 
2009-08 
2009-09 
2009-10 
2009-11 
2009-12 

                                                                                                                
4. Conclusions 
 This paper has examined a seasonal long memory process, denoted as the SARFIMA model. As 
an illustration of the use of SARFIMA model, we considered monthly oil supply in Iran. We fitted the 
data with SARIMA and SARFIMA models, and estimated the parameters using CSS method. The 
results indicated the best model was SARFIMA (0, 1, 1) (0, -0.199, 0)12 model which was used to 
predict the data. On the basis, we conclude that the SARFIMA model is effective and can be usefully 
employed as a substitute for the SARIMA model when fitting Iran's oil supply data.      
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