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Abstract—in this paper, we introduce a multi-stage offline holistic handwrit-

ten Arabic text recognition model using the Local Binary Pattern (LBP) technique 

and two machine-learning approaches; Support Vector Machines (SVM) and Ar-

tificial Neural Network (ANN). In this model, the LBP method is  utilized for 

extracting the global text features without text segmentation. The suggested 

model was tested and utilized on version II of the IFN/ENIT database applying 

the polynomial, linear, and Gaussian SVM and ANN classifiers. Performance of 

the ANN was assessed using the Levenberg-Marquardt (LM), Bayesian Regular-

ization (BR), and Scaled Conjugate Gradient (SCG) training methods. The clas-

sification outputs of the herein suggested model were compared and verified with 

the results obtained from two benchmark Arabic text recognition models 

(ATRSs) that are based on the Discrete Cosine Transform (DCT) and Principal 

Component Analysis (PCA) methods using various normalization sizes of images 

of Arabic text. The classification outcomes of the suggested model are promising 

and better than the outcomes of the examined benchmarks models. The best clas-

sification accuracies of the suggested model (97.46% and 94.92%) are obtained 

using the polynomial SVM classifier and the BR ANN training methods, respec-

tively.  

Keywords—Handwritten Arabic Text, Holistic Recognition, Local Binary Pat-

tern, Support Vector Machines, Artificial Neural Network. 

1 Introduction 

Simulating human understanding for text processing such that a given computer sys-

tem can read, understand and process text in a way similar to human mind, is the ulti-

mate goal of any Handwritten Arabic Text Recognition System (HATRS) [1]. To the 

best of our knowledge, handwritten text recognition is considered as one of the major 

complicated problems in the domain of pattern recognition employing the Artificial 

Intelligence (AI) approaches [1]. To implement an HATRS, we can employ either of-

fline or online recognition. Using the offline recognition approach, input image is 

scanned first then processed by the system. Where, on the other hand, online approaches 
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provide several input techniques for user to write directly to the system, for example 

using the light pen. Since offline recognition approaches, normally, have less infor-

mation that is available than online, it is harder to implement an HATRS using offline 

approach. For instance, pen movement can be used as a character feature [1-3]. 

More than 300 million people in 25 countries use the Arabic language as a formal 

and universal language. Moreover, many languages, like Jawi, Iranian and Urdu, use 

the Arabic characters [1, 2]. Typically, offline approaches for Arabic text recognition 

can be carried out using segmentation-based systems and segmentation-free systems 

(known as holistic recognition approaches) [4, 5]. The offline segmentation-free (holis-

tic) Arabic text recognition system is composed of four phases: image acquisition, im-

age preprocessing, feature classification (recognition), and feature extraction. When 

implementing those phases sequentially, we can reach the goal of recognition and en-

hance the performance of text recognition [1, 2]. 

The ultimate goal of feature extraction phase is to ensure an efficient representation 

of a given text image using a set of proper features [2, 6]. Those features are categorized 

into: low, medium and high-level features. Low-level features are extracted from their 

related sub-characters. Medium-level features are extracted from the characters and 

high-level features are extracted from the entire image of the text or word [7]. Many 

classifiers can be applied to recognize the handwritten Arabic text. For example, the 

Artificial Neural Network (ANN), the Support Vector Machine (SVM), the k-nearest 

neighbors (kNN) and the Hidden Markov Model (HMM) classifiers [3, 30-32]. 

This paper proposes a novel multi-stage, HATRS m based on the Local Binary Pat-

tern (LBP) and two machine-learning approaches: SVM and ANN. This model pro-

gresses in four steps: skeleton extraction, text image normalization, LBP for feature 

extraction, and classification via the polynomial, linear, and Gaussian SVM and ANN 

classifiers. The major contributions of this study are: (i) extraction of the handwritten 

Arabic text features by applying the LBP method; (ii) evaluation of the derived features 

on version 2 of the IFN/ENIT database of handwritten Arabic text using two machine-

learning approaches (SVM and ANN), where the proposed model is tested using the 

polynomial, linear, and Gaussian SVM classifiers and three ANN training methods (Le-

venberg-Marqurdt (LM), Bayesian Regularization (BR) , and Scaled Conjugate Gradi-

ent (SCG)); and (iii) holding a comparison in recognition accuracy between the pro-

posed HATRS and two benchmark HATRSs, one depending on Discrete Cosine Trans-

form (DCT) and one depending on Principal Component Analysis, which have been 

developed by Al-Saqqar et al [6]. 

The rest of this paper comprises four sections. Section 2 reviews previous holistic 

HATRSs whereas Section 3 introduces the suggested HATRS. After that, Section 4 

illustrates the recognition results of the suggested model and briefly discusses them. 

Thereafter, Section 5 lists the conclusions of this study and spotlights directions for 

forthcoming research. 
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2 Related Works  

Plenty frameworks have been developed to investigate the offline holistic ap-

proaches to recognize the handwritten Arabic text. For example, El-Hajj et al [8] intro-

duced an offline-recognition model of handwritten Arabic text using the Hidden-Mar-

kov Model (HMM) classifier. In his model, [8] extracted text features from the sliding 

windows using the foreground pixel densities and their concavities. This model 

achieved 87.20% recognition accuracy when evaluated using the IFN/ENIT database. 

Pechwitz and Margner [9] advocated another offline handwritten Arabic text-recogni-

tion system using the HMMs. In their work, they compared the efficiencies of the ex-

tracted features depending on two categories: the pixel values and skeleton directions. 

They evaluated their model using the IFN/ENIT database and reached 89.1% recogni-

tion rate. 

AlKhateeb [10] suggested multi-class classification model for the handwritten Ara-

bic words that is based on the Dynamic Bayesian Network (DBN). In this model, the 

features were extracted from a sliding window moving across mirrored text images. 

The model was tested on version 2.0 of the IFN/ENIT dataset and the test results were 

quite promising. Alkhateeb [11] studied the DCT features using varying classifiers (the 

HMM with re-ranking, kNN, and ANN). Performance assessment showed that the 

recognition accuracies produced by these three classifiers were 95.15%, 78.67%, and 

80.75%, respectively. 

Alshekmubarak et al. [12] put forwarded an offline holistic model for recognition of 

the handwritten Arabic words using grid feature extraction and the normalized poly 

kernel SVM classifier. In their approach, they derived their features using the means of 

the uniform grid feature technique. This technique splits the word image into a set of 

regions, and then sums the black pixels in each region. They assisted the performance 

of the model on the IFN/ENIT database. They achieved 92.34% and 95.27% recogni-

tion accuracies using subsets 24 and 56 classes. 

EI Qacimy et al. [4] proposed an offline, word-based system using the SVM classi-

fier and DCT features that is enhanced by reject option for recognition of the handwrit-

ten Arabic text. Performance of this model was assessed on 2,000-word images ran-

domly chosen from the IFN/ENIT database. Thereafter, performance of this model was 

evaluated in comparison with levels of performance of benchmark systems that use 

DCT features for classifying handwritten Arabic text.  

Hassan and Alawi [13] designed holistic offline HATRS based on Discrete Wavelet 

Transform (DWT) and SVM with Gaussian kernel. Their model was developed based 

on four levels of the DWT via segmentation of the wavelet space into 16x16 segments. 

Afterwards, standard deviation was computed for each block. Then, the performance of 

this model was assessed on a collected database using the SVM linear, Gaussian, and 

polynomial kernel classifiers. The assessment results indicated that this model had the 

recognition accuracies of 89.17%, 90.00%, and 90.65% with these three classifiers, re-

spectively. 

Aloun [14] developed a holistic offline HATRS based on the LBP and the Gaussian 

SVM classifier. In this model, both the unwanted pixels and the noise were removed 

and the text edges were extracted. Thereafter, text skeleton was extracted and diacritics 
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were ignored. To assist the performance of this model based on the IFN/ENIT database, 

the author used the Gaussian SVM classifier. Based on performance evaluation, this 

study concluded that the 125x125 word normalization size was the optimum size for 

best performance of the suggested model, whereas the highest classification accuracy 

was 96.57%. 

Al-Saqqar et al. [6] introduced an offline model for holistic HATRS based on the 

PCA and SVM classifiers. In this study, the universal features were extracted using the 

PCA technique from variant text skeleton images sizes. To classify the extracted fea-

tures, the authors used the linear, Gaussian, and polynomial SVM classifiers on the 

version 2 of the IFN/ENIT database. This study reached a recognition rate of (77.80% 

and 89.96%) based on the Gaussian SVM classifier and the 125x125 image normaliza-

tion on the sub-sets (e) and (d) of the IFN/ENIT database. 

3 The Proposed Model 

This study proposes a holistic multi-stage HATRS based on the LPB method and 

two machine-learning classifiers (SVM and ANN). The proposed HATRS has four pro-

cesses: skeleton extraction, text image normalization, feature extraction using LBP, and 

classification using the ANN and the Gaussian, linear, and polynomial SVM classifiers. 

The ANN is assessed using three training methods: LM, BR, and SCG. The proposed 

holistic multi-stage HATRS is presented in Fig 1. Stages of this proposed holistic multi-

stage HATRS model is described in the sequent sub-sections. 

3.1 The skeleton extraction 

The skeletonization-based morphological operation technique is applied to thin the 

handwritten Arabic text at this stage, due to its effectiveness in thinning the cursive 

handwritten Arabic text [15]. Consequently, the thinning process refines the text shape 

by removing the unwanted data, which reduces the size of the data that need handling 

for feature extraction [15]. Fig 2 shows an example of a handwritten Arabic text skele-

ton produced by the skeletonization-based morphological technique. 

3.2 Normalization 

Text image normalization is a highly important step in the process of text recogni-

tion, because styles of writing vary from a person to another [11]. Normalization is 

critical step in the recognition systems that are sensitive to variations in sizes and posi-

tions. The purpose of normalization is producing uniform text image with little varia-

tions, at the levels of words and characters, among the various writers of the one text 

[11]. In the light of the importance of this process and its influence on recognition re-

sults of the recognition model suggested herein, recognition performance of this model 

was evaluated on images of texts of different sizes. Those sizes and their impacts on 

the performance of this proposed model are addressed in the results and discussion sec-

tion.  
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Fig. 1. The proposed HATRS 

  

(a) Original image (b) Produced skeleton 

Fig. 2. An example of skeleton of handwritten Arabic text. 

3.3 Feature extraction using LBP 

The ultimate goal of feature extraction is to provide a proper representation of the 

whole text image via a set of features [7]. This study uses the LBP method of Ojala et 

al. [16] in order to extract the handwritten Arabic text global features. The LBP is ex-

tended into 16x16 pixel cells in order to extract high-level Arabic text global features 

according to the following steps [17]: 

1. The text image is segmented into regions of 16x16 pixel cells. 

2. For each region, a circle with a radius (R) is drawn from the central pixel (xc, yc) of 

this region. As well as, the neighbors of the central pixel (xp, yp) are computed using 

the Equations 1 and 2.  

 𝑥𝑝 = 𝑥𝑐 + 𝑅 𝑐𝑜𝑠 (
2𝜋𝑝

𝑃⁄ ) (1) 

 𝑦𝑝 = 𝑦𝑐 + 𝑅 𝑠𝑖𝑛 (
2𝜋𝑝

𝑃⁄ ) (2) 

3. Texture (T) of the local pixel neighborhood (xp, yp) is defined using Equation 3. 

 𝑇 = 𝑡(𝑔𝑐 , 𝑔0, … , 𝑔𝑃−1) (3) 

Where: gc represents the threshold value,  expresses the neighbor’s values 

andpxi = 0,1, . . ,255. 
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4. The integrated distribution of the central pixel value is computed using Equation 4. 

 𝑇 = 𝑡(𝑔𝑐 , 𝑔0 − 𝑔𝑐 , … , 𝑔𝑃−1 − 𝑔𝑐 ) (4) 

5. The LBP values for each region are computed by comparing its surrounding pixel 

with the central one, 𝑝𝑥𝑐: using Equations 5 and 6. 

 𝐿𝐵(𝑔𝑃−1 − 𝑔𝑐 ) = {
 1,   𝑖𝑓 𝑔𝑃−1 ≥ 𝑔𝑐 

0, 𝑖𝑓 𝑔𝑃−1 < 𝑔𝑐 
 (5)  

 𝐿𝐵𝑃𝑃,𝑅(𝑥𝑝,𝑦𝑝) =  ∑ 𝐿𝐵(𝑔𝑃 − 𝑔𝑐 ). 2𝑃𝑃−1
𝑖=0  (6) 

3.4 Text classification  

In this study, the proposed HATRS has been tested using two machine-learning clas-

sifiers (SVM and ANN). The two classifiers are explained in the following sub-sec-

tions.  

Support Vector Machine (SVM): SVM classifier normally uses kernels to decide 

the best decision boundary and separate, in the high-dimensional feature space, between 

the likely classes [18]. Several kernel functions can transform the non-linear divisible 

problem into a linear separable problem by projecting data into clarified feature space 

[4]. Thereafter, the SVM can determine the hyperplane with the best separation [13]. In 

this paper, multi-class SVM classifiers were employed for the text images classification 

using the following SVM kernel functions [19]:  

• The Gaussian SVM function is: K(x, y) = exp−γ||xi−xj ||2), 

• The polynomial function is: K(x, y) = (K(xi, xj ) = (γxixj + coef) d), and 

• The linear function is: K(x, y) = (K(xi, xj ) = (xixj)) 

Artificial Neural Network (ANN): Artificial Neural Network (ANN) is considered 

as a part of a computing system that is designed to mimic the way of analyzing and 

processing information by the human brain. Furthermore, an ANN model can be seen 

as a set of interconnected nodes which communicate together and with the outside using 

a well-known connections called synapses [20]. In this paper, Multi-layer Perceptron 

(MLP) ANN is used for holistic classification of the handwritten Arabic text. MLP 

composes of three layers: input, hidden and output layers. In the input layer, data is 

transfered through synapses to the hidden layer using the input neuron. Afterthat, in the 

hidden layer, data is transfered to the output layer using more synapses. Those synapses 

have what is known as weights which are used as an input and output for those layers 

[21]. In this study, the performance of the ANN was assessed using three training meth-

ods: the Levenberg-Marquardt (LM), Bayesian Regularization (BR), and Scaled Con-

jugate Gradient (SCG) methods. An explanation of these training methods follows [22]. 

Levenberg-Marquardt (LM) training method: The LM method is an iterative al-

gorithm that determines the minimal of multivariate function, which sums the squares 

of the nonlinear, real-valued functions [22-24]. Recently, the LM has turned into stand-

ard method for the non-linear, least-squares problems [25] and has become a widely 
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approved method in broad range of disciplines. It is regarded as an integration of the 

Gauss-Newton and the steepest descent methods [22].  

Bayesian Regularization (BR) training method: Mackay [26] proposed the Bayes-

ian Regularization (BR) method. BR sets the optimum probable performance function 

automatically to achieve excellent generalization based on the Bayesian inference 

method. Bayesian optimization of the regularization parameters is dependent on calcu-

lation of the Hessian matrix at the lowest point [22]. 

Scaled Conjugate Gradient (SCG) training method: Moller [27] developed the 

Scaled Conjugate Gradient (SCG) training method. SCG is a variant of the Conjugate 

Gradient method that avoids line-search per learning iteration using the LM method to 

scale step size. By applying the step size scaling method, the SCG technique prevents 

the time-consuming line-search per the learning iteration [27]. Algorithm 1 illustrates 

the steps of the proposed HATRS. 

 

Algorithm (1): The suggested HATRS. 

Input: Handwritten Arabic Text image 

Output: Classified Word 

 {Read handwritten Arabic text image,  

 - Extract the Arabic text skeleton,  

 - Normalize the text image, 

 - Use the LBP method to extract the global features of the Arabic text, 

 - Use the linear, Gaussian, and polynomial SVM classifiers to classify the Arabic 

text,  

 - Classify the text images using the ANN and the LM, BR, and SCG training methods, 

  end}  

4 Experimental Results and Discussion 

We have implemented the suggested and the benchmark HATRSs in MATLAB 

2017a that is installed on a personal computer with i3 processor, memory of 6 GB and 

speed of 1.90 GHz. Levels of recognition of the studied ATRSs were evaluated on ver-

sion 2.0 of the IFN/ENIT database of handwritten Arabic texts, which consists of 

32,492 images of handwritten Arabic names of Tunisian towns and villages. Those 

names are classified into five sub-sets, abbreviated as a, b, c, d, and e [28, 29]. Sub-sets 

(a), (b), (c), and (d) were used for system training while sub-sets (d) and (e) were used 

for system testing. The five sub-sets are supplied with ground truth data that have been 

used in labeling the recognition results. To verify performance of the suggested 

HATRS, the recognition outcomes of the proposed system were compared with the re-

sults of two benchmark ATRSs, one developed by [6] based on PCA and another based 

on DCT. The DCT approach was used by [4] for holistic classification of Arabic texts 

with a reject option based on sub-word segmentation. 

The proposed HATRS and the benchmark ATRSs were assisted on the (e) and (d) 

sub-sets of the IFN/ENIT database using (i) the polynomial, linear and Gaussian SVM 

classifiers; (ii) the SCG, LM, and BR ANN training methods; and (iii) six normalized 

sizes of word images: 75x75, 80x100, 100x100, 100x125, 125x125, and 150x150. The 
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accuracies of classification of all systems when examined on sub-sets (d) and (e) of the 

IFN/ENIT database using the linear, polynomial, and Gaussian SVM classifiers, re-

spectively, are given by Tables 1 and 2. Furthermore, classification accuracies of the 

suggested HATRS when assisted on sub-sets (d) and (e) of the IFN/ENIT database us-

ing six normalized image sizes and the SVM classifiers are presented in Fig 3 and 4 

respectively. Moreover, the classification accuracies of these systems when tested on 

sub-sets (d) and (e) of the IFN/ENIT database using the ANN training methods, respec-

tively, are shown in Tables 3 and 4. Furthermore, classification accuracies of the sug-

gested HATRS when tested on sub-sets (d) and (e) of the IFN/ENIT database using six 

normalized image sizes and the ANN training methods are presented in Fig 5 and 6 

respectively. 

Table 1.  Classification accuracies of the suggested HATRS and benchmark ATRSs when 

examined on set (d) of the IFN/ENIT database using the SVM classifiers. 

SVM Classification accuracy Normalization size  

Polynomial Linear Gaussian 
85.54% 83.99% 86.64% 75x75 Benchmark system 

based on PCA [6] 87.96% 86.64% 88.07% 80x100 

89.07% 87.42% 89.18% 100x100 
89.62% 88.52% 89.95% 100x125 

88.62% 87.53% 89.96% 125x125 

88.51% 87.41% 89.51% 150 x 150 
77.37% 74.94% 79.14% 75x75 Benchmark system 

based on DCT 79.13% 78.14% 78.80% 80x100 

77.26% 77.37% 78.48% 100x100 
77.70% 77.92% 77.92% 100x125 

73.07% 75.48% 75.49% 125x125 

69.76% 74.83% 73.18% 150 x 150 
90.17% 84.87% 90.17% 75x75 Proposed HATRS 

system based on 
LBP 

96.90% 92.82% 96.68% 80x100 

97.01% 93.04% 96.46% 100x100 
97.46% 93.37% 97.13% 100x125 

96.90% 91.94% 96.57% 125x125 

97.130% 94.15% 96.24% 150 x 150 
 

Table 1 shows that the suggested HATRS produces higher classification accuracies 

than the benchmark ATRSs when using the six normalized sizes of text images on sub-

set (d) of the IFN/ENIT database and using the polynomial, linear and Gaussian SVM 

classifiers. The optimum classification accuracy (97.46%) generated by the suggested 

system was associated with the polynomial SVM classifier and the 100x125 normalized 

image size. Meantime, the optimal classification accuracies (89.96% and 79.14%) gen-

erated by the two benchmark ATRSs (PCA and DCT) were obtained with the 125x125 

and 75x75 normalized image sizes, respectively, and using the Gaussian SVM classi-

fier. Moreover, when the proposed HATRS was assisted on sub-set (d) of the IFN/ENIT 

database, the polynomial SVM classifier produced the best classification results 

iJIM ‒ Vol. 14, No. 16, 2020 27



Paper—A Holistic Model for Recognition of Handwritten Arabic Text Based on the Local Binary… 

(97.46%) while the Gaussian and linear SVM classifiers produced classification accu-

racies of 97.13% and 94.15%, respectively. 

Table 2.  Classification accuracies of the suggested HATRS and benchmark ATRSs when 

examined on set (e) of the IFN/ENIT database using the SVM classifiers. 

SVM Classification accuracy Normalization size  
Polynomial Linear Gaussian  

74.50% 73.21% 75.22 % 75x75 Benchmark system 

based on PCA [6] 75.86% 75.14% 76.74% 80x100 

77.47% 76.19% 77.72% 100x100 
78.27% 76.74% 78.11% 100x125 

77.47% 76.51% 77.80% 125x125 

76.99% 76.43% 77.79% 150 x 150 
68.30% 66.37% 67.34% 75x75 Benchmark system 

based on DCT 69.83% 68.30% 66.77% 80x100 

68.46% 67.81% 66.93% 100x100 
68.78% 67.25% 58.80% 100x125 

68.30% 67.82% 66.93% 125x125 

63.15% 65.81% 63.15% 150 x 150 
77.15% 77.72% 77.95% 75x75 Benchmark system 

based on DCT 81.89% 78.19% 83.02% 80x100 

81.57% 79.00% 82.78% 100x100 
82.94% 77.39% 83.34% 100x125 

83.02% 77.63% 82.94% 125x125 

81.81% 76.74% 79.80% 150 x 150 

 

Table 2 shows that the suggested HATRS gives higher classification accuracies than 

the benchmark ATRSs with the foregoing normalized image sizes on the (e) sub-set of 

the IFN/ENIT database using the polynomial, linear, and Gaussian SVM classifiers. 

The optimal classification accuracy (83.34%) generated by the suggested system was 

associated with the 100x125 normalized image size and the Gaussian SVM classifier. 

However, the optimum classification accuracies (78.27% and 69.83) produced by the 

PCA and DCT benchmark ATRSs were concomitant with the 100x125 and 80x100 

normalized image sizes, respectively, and the polynomial SVM classifier. Fig 4 shows 

that, when the proposed HATRS was assisted on sub-set (e) of the IFN/ENIT database, 

the Gaussian SVM classifier produced the best classification results (83.34%) whereas 

the linear and polynomial classifiers produced classification accuracies of 79.00% and 

83.02%, respectively. 

28 http://www.i-jim.org



Paper—A Holistic Model for Recognition of Handwritten Arabic Text Based on the Local Binary… 

 

Fig. 3. Classification accuracies of the suggested HATRS when assisted on sub-set (d) of the 

IFN/ENIT database and the SVM classifiers. 

 

Fig. 4. Classification accuracies of the suggested HATRS when assisted on sub-set (e) of the 

IFN/ENIT database and the SVM classifiers. 

Table 3 reveals that the herein suggested HATRS gives higher classification accura-

cies than the benchmark ATRSs with the six image size normalizations on sub-set (d) 

of the IFN/ENIT database and the SCG, LM, and BR ANN training methods. The high-

est classification accuracy (94.92%) generated by the suggested system was associated 

with the 150 x150 image size normalization and the BR ANN training method. Mean-

while, the highest classification accuracies (87.96% and 75.49%) produced by the PCA 

and DCT ATRSs were associated with the 150x150 and 100x100 image size normali-

zations, respectively, and using the SCG ANN training method. Fig 5 shows that, when 

the proposed HATRS was assisted on sub-set (d) of the IFN/ENIT database, the BR 

ANN training method produced the best classification results (94.92%) whereas the LM 

and SCG ANN training methods produced the classification accuracies of 94.48% and 

93.81%, respectively. 

 

 

 

84.00%

89.00%

94.00%

75x75 80x100 100x100 100x125 125x125 150 x 150

Gaussian Linear Polynomial

75.00%

80.00%

85.00%

75x75 80x100 100x100 100x125 125x125 150 x 150

Gaussian Linear Polynomial
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Table 3.  Classification accuracies of the suggested HATRS and benchmark ATRSs when 

examined on set (d) of the IFN/ENIT database using the three ANN training methods. 

ANN Classification accuracy Normalization size  
SCG BR LM 

84.65% 82.45% 82.11% 75x75 Benchmark system 

based on PCA (Al-
Saqqar et al. 2019) 

83.22% 85.54% 83.88% 80x100 

86.09% 85.76% 83.55% 100x100 
85.98% 85.76% 84.47% 100x125 

85.43% 86.20% 85.09% 125x125 

87.96% 83.33% 83.22% 150 x 150 
73.62% 69.97% 74.72% 75x75 Benchmark system 

based on DCT 73.39% 73.95% 74.06% 80x100 

75.49% 73.28% 72.51% 100x100 
69.75% 71.08% 72.95% 100x125 

72.185% 64.01% 69.31% 125x125 

66.55% 67.77% 66.77% 150 x 150 
86.75% 87.52% 85.98% 75x75 Proposed HATRS 

system based on 
LBP 

93.48% 93.81% 93.37% 80x100 

93.81% 93.15% 94.15% 100x100 
93.15% 93.92% 94.15% 100x125 

93.81% 93.70% 94.03% 125x125 

93.81% 94.92% 94.48% 150 x 150 

 

 

Fig. 5. Classification accuracies of the suggested HATRS when assisted on sub-set (d) of the 

IFN/ENIT database and the ANN training methods. 

Table 4 illustrates that the suggested HATRS gives higher classification accuracies 

than the benchmark ATRSs on sub-set (d) of the IFN/ENIT database with the six image 

size normalizations and using the SCG, LM, and BR ANN training methods. The high-

est classification accuracy (80.93%) generated by the suggested system was associated 

with the 80x100 normalized image size and the LM ANN training method. Meanwhile, 

the highest classification accuracies (74.97% and 67.49%) produced by the PCA and 

DCT ATRSs were associated with the 150x150 and 80x100 image size normalizations 

and the BR and SCG ANN training methods, respectively.  

85.00%

87.00%

89.00%

91.00%

93.00%

95.00%

75x75 80x100 100x100 100x125 125x125 150 x 150

LM BR SCG
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Table 4.  Classification accuracies of the suggested HATRS and benchmark ATRSs when 

examined on set (e) of the IFN/ENIT database using the ANN classifiers. 

ANN Classification accuracy Normalization size  
SCG BR LM 

69.58% 69.91% 68.38% 75x75 Benchmark system 

based on PCA (Al-
Saqqar et al. 2019) 

72.24% 66.45% 65.48% 80x100 

66.69% 74.33% 72.88% 100x100 
73.04% 73.29% 73.21% 100x125 

71.84% 74.57% 73.69% 125x125 

73.12% 74.97% 74.41% 150 x 150 
63.79% 62.18% 64.28% 75x75 Benchmark system 

based on DCT 67.49% 65.64% 64.28% 80x100 

62.67% 60.98% 61.86% 100x100 
65.00% 63.55% 64.36% 100x125 

53.82% 60.90% 59.85% 125x125 

58.48% 60.90% 59.05% 150 x 150 
74.01% 74.33% 75.14% 75x75 Proposed HATRS 

system based on 
LBP 

79.48% 79.72% 80.93% 80x100 

80.20% 79.24% 78.19% 100x100 
79.64% 79.24% 80.53% 100x125 

79.00% 76.74% 77.39% 125x125 

80.37% 80.61% 79.56% 150 x 150 

 

Fig. 6. Classification accuracies of the suggested HATRS when assisted on sub-set (e) of the 

IFN/ENIT database and the ANN training methods. 

Finally, Fig 6 shows that, when suggested system is assisted on sub-set (e) of the 

IFN/ENIT database, the LM ANN training method produces the best classification re-

sults (80.93%) whilst the BR and SCG ANN training methods produced the classifica-

tion accuracies of 80.61% and 80.37%, respectively. The above outcomes support the 

effectiveness of the suggested HATRS in the holistic recognition of handwritten Arabic 

texts using SVM and ANN classifiers. 
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5 Conclusions and Future Directions  

This paper presented a multi-stage holistic HATRS based on the LBP feature extrac-

tion technique and two machine-learning classifiers (SVM and ANN). The proposed 

HATRS has four processes: skeleton extraction, text image normalization, feature ex-

traction using LBP, and classification using the linear, Gaussian and polynomial SVM 

and  ANN classifiers. The ANN was assessed using three training methods (LM, BR, 

and SCG). To validate the proposed model, we compared its recognition results with 

the recognition results of two benchmark ATRSs that are based on the PCA and the 

DCT methods. Recognition accuracies of the proposed HATRS and the benchmark 

ATRSs were assisted on the (d) and (e) sub-sets of the IFN/ENIT database using (i) the 

polynomial, linear and Gaussian SVM classifiers; (ii) the LM, BR, and SCG ANN train-

ing methods; and (iii) six image size normalizations, that is, 75x75, 80x100, 100x100, 

100x125, 125x125, and 150x150. This paper concludes that the overall recognition re-

sults produced by the proposed HATRS using the SVM classifiers are better than the 

results obtained when using the ANN classifier. 

The HATRS proposed herein gave higher classification accuracies than the bench-

mark ATRSs when applied on the six image size normalizations and the (e) and (d) sub-

sets of the IFN/ENIT database and using the polynomial, linear, and Gaussian SVM 

classifiers. The optimum classification accuracies (97.46% and 83.34) were produced 

by the suggested system when it was applied on the (d) and (e) sub-sets of the IFN/ENIT 

database, respectively. Meantime, when using the SCG, LM, BR ANN training meth-

ods, the optimum classification accuracies achieved were 94.92% and 80.93%, respec-

tively. The outcomes of this research support effectiveness of the suggested HATRS in 

the holistic recognition of handwritten Arabic texts. This study found that the Arabic 

text recognition outcomes of the suggested HATRS are promising because this system 

gave higher classification accuracies than two examined benchmark ATRSs. For related 

future studies, we recommend training the HATRS presented here by using combina-

tion of statistical and structural text features.  

6 References 

[1] Al-Shatnawi, A.: A novel baseline estimation method for Arabic handwritten text based on 

exploited components of voronoi diagrams, International Arab journal of information tech-

nology 13(3), 977-1003 (2016). 

[2] Al-Shatnawi. A.: A Preprocessing Model for Hand-Written Arabic Texts Based on Voronoi 

Diagrams". International Journal of Computer Science and Information Technology 

(IJCSIT). Vol 7(6). P.p 1-18. December 2015. https://doi.org/10.5121/ijcsit.2015.7601  

[3] Parvez, M. T., Mahmoud, S. A.: Offline Arabic handwritten text recognition: a survey. ACM 

Computing Surveys (CSUR), 45(2), 23. (2013). https://doi.org/10.1145/2431211.2431222  

[4] El Qacimy, B., Hammouch, A., Kerroum, M. A.: A review of feature extraction techniques 

for handwritten Arabic text recognition. In 2015 International Conference on Electrical and 

Information Technologies (ICEIT) (pp. 241-245). IEEE. (2015). https://doi.org/10.1109 

/EITech.2015.7162979  

32 http://www.i-jim.org

https://doi.org/10.5121/ijcsit.2015.7601
https://doi.org/10.1145/2431211.2431222
https://doi.org/10.1109/EITech.2015.7162979
https://doi.org/10.1109/EITech.2015.7162979


Paper—A Holistic Model for Recognition of Handwritten Arabic Text Based on the Local Binary… 

[5] Nashwan, F., Rashwan, M. A., Al-Barhamtoshy, H. M., Abdou, S. M., Moussa, A. M.: A 

holistic technique for an Arabic OCR system. Journal of Imaging, 4(1), 6. (2018). 

https://doi.org/10.3390/jimaging4010006  

[6] Al-Saqqar, F., AL-Shatnawi, A., Al-Diabat, M., Aloun, M.: Handwritten Arabic text recog-

nition using principal component analysis and support vector machines, International journal 

of advanced computer science and applications. 10 (12), 1-6 (2019). 

https://doi.org/10.14569/IJACSA.2019.0101227  

[7] Jayech, K., Mahjoub, M. A., Amara, N. E. B. (2016). Synchronous multi-stream hidden 

markov model for offline Arabic handwriting recognition without explicit segmentation. 

Neurocomputing, 214, 958-971. https://doi.org/10.1016/j.neucom.2016.07.020  

[8] El-Hajj, R., Likforman-Sulem, L., Mokbel, C. (2005, August). Arabic handwriting recogni-

tion using baseline dependant features and hidden Markov modeling. In Eighth International 

Conference on Document Analysis and Recognition (ICDAR'05) (pp. 893-897). IEEE. 

https://doi.org/10.1109/ICDAR.2005.53  

[9] Pechwitz, M., Maergner, V., El Abed, H. (2006, October). Comparison of two different fea-

ture sets for offline recognition of handwritten Arabic words. in Tenth International Work-

shop on Frontiers in Handwriting Recognition, 2006.  

[10] AlKhateeb, J. H. (2011). Word-based handwritten Arabic scripts recognition using dynamic 

Bayesian network. In Proceedings of the 5th International Conference on Information Tech-

nology. 

[11] AlKhateeb, J. H. : Word based off-line handwritten Arabic classification and recognition: 

design of automatic recognition system for large vocabulary offline handwritten Arabic 

words using machine learning approaches. Ph.D. dissertation, University of Bradford, 2010. 

[12] Alalshekmubarak, A., Hussain, A., Wang, Q. F. (2012, November). Off-line handwritten 

Arabic word recognition using SVMs with normalized poly kernel. In International Confer-

ence on Neural Information Processing (pp. 85-91). Springer, Berlin, Heidelberg. 

https://doi.org/10.1007/978-3-642-34481-7_11  

[13] Hassan, A. K. A., Alawi, M. (2017). Proposed Handwriting Arabic Words classification 

Based on Discrete Wavelet Transform and Support Vector Machine. Iraqi Journal of Sci-

ence, 58(2C), 1159-1168. https://doi.org/10.24996/ijs.2017.58.2C.19  

[14] Aloun, M "Offline Arabic Handwritten Word Recognition using Support Vector Machine", 

Master thesis, AL-alByte University, Jordan, 2018. 

[15] Al-Shatnawi A., "A Non-Iterative Thinning Method Based on Exploited Vertices of Voronoi 

Diagrams," PhD Thesis, University Kebangsaan Malaysia, Malysia, 2010. 

[16] Ojala, T., Pietikäinen, M. and Harwood, D., 1996. A comparative study of texture measures 

with classification based on featured distributions. Pattern recognition, 29(1), pp.51-59. 

https://doi.org/10.1016/0031-3203(95)00067-4  

[17] Huang, Di, Caifeng Shan, Mohsen Ardabilian, Yunhong Wang, and Liming Chen. "Local 

binary patterns and its application to facial image analysis: a survey." IEEE Transactions on 

Systems, Man, and Cybernetics, Part C (Applications and Reviews) 41, no. 6 (2011): 765-

781. https://doi.org/10.1109/TSMCC.2011.2118750  

[18] Vapnik, V.: Statistical learning theory, Vol. 1, 1998 New York: Wiley. 

[19] Amara, M., Ghedira, K., Zidi, K., Zidi, S. (2015, November). A comparative study of multi-

class support vector machine methods for Arabic characters recognition. In 2015 IEEE/ACS 

12th International Conference of Computer Systems and Applications (AICCSA) (pp. 1-6). 

IEEE. https://doi.org/10.1109/AICCSA.2015.7507240  

[20] Kouamo S., Tangha C. (2012) Handwritten Character Recognition with Artificial Neural 

Networks. In: Omatu S., De Paz Santana J., González S., Molina J., Bernardos A., Rodríguez 

J. (eds) Distributed Computing and Artificial Intelligence. Advances in Intelligent and Soft 

Computing, vol 151. Springer, Berlin, Heidelberg https://doi.org/10.1007/978-3-642-

28765-7_64  

iJIM ‒ Vol. 14, No. 16, 2020 33

https://doi.org/10.3390/jimaging4010006
https://doi.org/10.14569/IJACSA.2019.0101227
https://doi.org/10.1016/j.neucom.2016.07.020
https://doi.org/10.1109/ICDAR.2005.53
https://doi.org/10.1007/978-3-642-34481-7_11
https://doi.org/10.24996/ijs.2017.58.2C.19
https://doi.org/10.1016/0031-3203(95)00067-4
https://doi.org/10.1109/TSMCC.2011.2118750
https://doi.org/10.1109/AICCSA.2015.7507240
https://doi.org/10.1007/978-3-642-28765-7_64
https://doi.org/10.1007/978-3-642-28765-7_64


Paper—A Holistic Model for Recognition of Handwritten Arabic Text Based on the Local Binary… 

[21] Zakaria. M., AL-Shebany, M., Sarhan, S. (2014). Artificial neural network: a brief overview. 

In International Journal of Engineering Research and Applications, Volume 4 (2), pp. 07-

12. 

[22] Yaqub, M., Eren, B. & Eyüpoğlu, V. (2016). Assessment of neural network training algo-

rithms for the prediction of polymeric inclusion membranes efficiency. Sakarya Üniversitesi 

Fen Bilimleri Enstitüsü Dergisi, 20(3), 533-542. https://doi.org/10.16984/sau 

fenbilder.14165 

[23] Levenberg, K., "A method for the solution of certain non-linear problems in least squares," 

Q. Appl. Math., vol. 2, pp. 196-168, 1944. https://doi.org/10.1090/qam/10666  

[24] Marquardt, D. W., "An Algorithm for LeastSquares Estimation of Nonlinear Parameters," 

Journal of the Society for Industrial and Applied Mathematics, vol. 11, no. 2. pp. 431-441, 

1963. https://doi.org/10.1137/0111030  

[25] Watkins, D. S., "The Least Squares Problem," Fundam. Matrix Comput., no. 1989, pp. 181- 

259, 2005. https://doi.org/10.1002/0471249718.ch3  

[26] MacKay, D. J. C., "A Practical Bayesian Framework for Backpropagation Networks," Neu-

ral Compute. vol. 4, no. 3, pp. 448-472, 1992. https://doi.org/10.1162/neco.1992.4.3.448  

[27] Møller. M., "A scaled conjugate gradient algorithm for fast supervised learning," Neural 

networks, vol. 6. pp. 525-533, 1993. https://doi.org/10.1016/S0893-6080(05)80056-5  

[28] Pechwitz, M., Maddouri, S. S., Märgner, V., Ellouze, N., Amiri, H. (2002, October). 

IFN/ENIT-database of handwritten Arabic words. In Proc. of CIFED (Vol. 2, pp. 127-136). 

Citeseer. 

[29] Märgner, V., El Abed, H. (2009, July). ICDAR 2009 Arabic handwriting recognition com-

petition. In 2009 10th International Conference on Document Analysis and Recognition (pp. 

1383-1387). IEEE. https://doi.org/10.1109/ICDAR.2009.256  

[30] AlShowarah, S. The Effectiveness of Dynamic Features of Finger Based Gestures on 

Smartphones' Touchscreens for User Identification. International Journal of Interactive Mo-

bile Technologies (iJIM), 11(1), 133-142. 2017. https://doi.org/10.3991/ijim.v11i1.6368  

[31] Xing, L., Design and Application of a Fuzzy Evaluation Algorithm for Stroke Force in Cal-

ligraphy Teaching. International Journal of Emerging Technologies in Learning (iJET), 

13(07), 187-200. 2018. https://doi.org/10.3991/ijet.v13i07.8792  

[32] Hutagalung, J. P., Sahuri, G. Hiragana Handwriting Recognition Using Deep Neural Net-

work Search. International Journal of Interactive Mobile Technologies (iJIM), 14(01), 161-

168. 2020. https://doi.org/10.3991/ijim.v14i01.11593  

7 Authors 

Atallah Al-Shatnawi is an associate professor at the Department of Information Systems, 

Prince Hussein Bin Abdullah College for Information Technology, Al Al-Bayt University (Jor-

dan). His research interests include: Pattern Recognition, Image Analysis and Processing as well 

as Machine learning. 

Faisal Al-Saqqar is an assistant professor at the Department of Computer Science depart-

ment, Prince Hussein Bin Abdullah College for Information Technology, Al Al-Bayt University 

(Jordan). His research interests include: Pattern Recognition, Modal logic verification and vali-

dation, Image Analysis and Processing as well as Machine learning. 

Safa’a Alhusban is a master student at Department of Computer Information System, Just 

University, Irbid, Jordan.  

Article submitted 2020-06-03. Resubmitted 2020-06-28. Final acceptance 2020-06-28. Final version pub-
lished as submitted by the authors. 

34 http://www.i-jim.org

https://doi.org/10.16984/sau
https://doi.org/10.1090/qam/10666
https://doi.org/10.1137/0111030
https://doi.org/10.1002/0471249718.ch3
https://doi.org/10.1162/neco.1992.4.3.448
https://doi.org/10.1016/S0893-6080(05)80056-5
https://doi.org/10.1109/ICDAR.2009.256
https://doi.org/10.3991/ijim.v11i1.6368
https://doi.org/10.3991/ijet.v13i07.8792
https://doi.org/10.3991/ijim.v14i01.11593

