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Abstract—Image denoising is a technique for removing unwanted signals 
called the noise, which coupling with the original signal when transmitting 
them; to remove the noise from the original signal, many denoising methods are 
used. In this paper, the Multiwavelet Transform (MWT) is used to denoise the 
corrupted image by Choosing the HH coefficient for processing based on two 
different filters Tri-State Median filter and Switching Median filter. With each 
filter, various rules are used, such as Normal Shrink, Sure Shrink, Visu Shrink, 
and Bivariate Shrink. The proposed algorithm is applied Salt&pepper noise with 
different levels for grayscale test images. The quality of the denoised image is 
evaluated by using Peak Signal to Noise Ratio (PSNR). Depend on the value of 
PSNR that explained in the result section; we conclude that the (Tri-State Median 
filter) is better than (Switching Median filter) in denoising image quality, accord-
ing to the results of applying rules the result of the Shrinking rule for each filter 
shows that the best result using first the Bivariate Shrink.

Keywords—denoising, multiwavelet, thresholding, soft thresholding

1 Introduction

Image denoising is to remove noise from a noisy image to restore the true image. 
It is essential to retrieve a correct image with no defects generated during capturing a 
real-world scene or throw the instrument used to get the data to establish the noise [1,2].  
The noise can be generated through electronic transmission during transmitting the 
image. The noise was unwanted fluctuating of information that decreases the visu-
ally and quality of the image [3]. The image is represented as 2D function f (x, y), 
such that x, y are two coordinates of the matrix. The values of these coordinates are 
called the intensity of the image. Images consist of several elements; these elements are 
called picture elements (pixels), the noises will be fluctuating the pixels. Many kinds 
of noises exist in the image, such as Salt&pepper, Gaussian noise, Shot noise, Speckle 
noise, and white noise [4]. There are many techniques for noise reduction and removal 
from the image that are depending and using individual filtering. Noise removal and 
reduction must be done without losing much detail from the processed image; this goal 
is achieved using a mathematical function called transform to spread the image into 
different frequency (Sub-bands) and effectively reduce the noise.
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2 Related work

In [5], The authors proposed a hybrid approach to remove the noise from the image. 
By decomposing into four LL, LH, HL, and HH levels and applying the conventional 
denoising methods for the high-frequency information such as Wiener filter, Median 
filter, and wavelet soft threshold. Wavelet-based decomposition before denoising. The 
quality of the image is enhanced in terms of detail and edge and removing the noise. 
The evaluation of the proposed method is measured in terms of PSNR, MSE, and 
structural similarity. The proposed algorithm concludes that the method has a better 
denoising effect on medical images.

In this paper [6], the denoising method is based on the Rotated wavelet filter to 
increase the performance of the denoising algorithm by considering energy analysis if 
the energy test of an image is passed, which will support performance. The images used 
to test the proposed algorithm are general and medical X-Ray images. The results for the 
proposed algorithm according to PSNR show a good computational complexity which 
is similar to the 2D discrete wavelet transform domain platform and less execution time.

In [3], the author proposed image denoising based on Daubechies basis functions. 
They used two proposed methods using a soft and hard threshold to change the wavelet 
transform coefficient values. The quality of image reconstruction depends on the noise 
intensity and image size, provided minimal error. A soft and hard threshold was shown 
that soft threshold improves the performance of denoising for the DWT compared with 
hard thresholding. All coefficients for a noisy image are corrected to preserve the regu-
larity of the signal after reconstruction; the soft threshold is the best method for wavelet 
denoising. From the results, the best result for image denoising is achieved during the 
wavelet db8 with minimum error. The Root-Mean-Square error (RMS) is used to com-
pute the error.

In [1], introduced denoise the image components and kept the geometry of image 
instead of working directly in the image, they proposed a denoising method, by com-
bining the parts into a single vector-valued function to which apply a denoising method 
(vector-valued) or treat them separately applying the same denoising method. Still, with 
different parameters, they produced working on framework best than image directly 
according to denoising process both in terms of Peak signal-to-noise ratio and structural 
similarity index metrics.

3 Multiwavelet transform

Multiwavelet is a wavelet with different scaling functions; it is better than wavelet in 
the domain of image denoising, compression, and classification because there are many 
characteristics like symmetry, orthogonally and short support these properties needed 
to increase the efficiency of 2D-image, multi-wavelet contains multiple scaling instead 
of single scaling function using wavelet [7].

The main approach for the multi-wavelet is multi_resolution decomposition; sixteen 
sub-bands are produced after the first level of decomposition, while in wavelet, four 
sub-bands. The standard Multi-Resolution Analysis (MRA) for scalar wavelet uses a 
single scaling function denoted as φ(t) and single wavelet ψ(t), [8–10].

 Ψ Σ Φ( ) ( )t H t kk k= −2 2  (1)
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The coefficients of the 1st level of multi-wavelet Wl,k can be get by high-pass filtering 
and down-sampling:

 W H Vk m m k 0 m1 2, ,= −Σ  (2)

Multi-wavelet decomposition can be found to indicate the recombination of the 
scaling factor:

 V G Vj k m m k j m, ,= − −Σ 2 1   (3)

 
W H Vj k m m k j m, ,= − −Σ 2 1  

(4)

Figure 1 shows a one-level multi-wavelet decomposition [7].

L1 L2 H1 H2

L1L1 L1L2 L1H1 L1H2

L2L1 L2L2 L2H1 L2H2

H1L1 H1L2 H1H1 H1H2

H2L1 H2L2 H2H1 H2H2

(a) (b)

Fig. 1. First Level decomposition of Multiwavelet image sub-bands 
(a). Horizontal filtering direction (b). Vertical filtering direction after horizontal direction

Two low pass sub-bands and two high pass sub-bands for each dimension are 
obtained from the decomposition of the multi-wavelet. Figure 1 illustrated the con-
struction of the sub-bands after the first level of multi-wavelet decomposition, where 
sixteen sub-bands are resulted [8].

4 Thresholding techniques

It is a non-linear method based on one transform coefficient at a time; after determin-
ing the threshold, each coefficient value will set to zero if it is less than the threshold 
value; otherwise, it will be updated or kept with no change. The coefficients of the large 
value represent the signal information, while the small coefficient values are dominated 
by noise. The reconstruction process is done by changing small coefficients based on a 
threshold value (noise coefficients) with zero then applying the inverse of the transform 
to reconstruct the image with less noise [11].

4.1 Soft thresholding

A soft thresholding can be defined as following:

 £
( [ , ])(| [ , | £]),| [ , ] | £

( [ , ])
0 | [ , ] | £

Soft sgn x i j x i j x i j
T x i j

x i j
− >

=  ≤  
(5)
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Where T is the value of the threshold.
Figure 2 illustrates the soft threshold.

Fig. 2. Soft threshold with £= 0.4

5 Filters for noise removal

5.1 Tri-state median filter

When a combination was performed between the Center Weighted Median (CWM) 
filter and Standard Median Filter (SM) to indicate if a pixel is destroyed previously, 
to apply unconditionally filter as demonstrated in Figure 3, the result of the Tristate 
Median Filter (TRIMF) is obtained correspond to one of three possible states, the first 
case (i.e., the pixel is noise-free) for the value of the original pixel, the second case is 
the Standard Median Filter (SM) (i.e., the corrupted pixel), and the last CWM filtered 
output (i.e., the uncorrupted pixel) as illustrated in Figure 3 [11,12].

Input

Tri-State
Switch

Output

SM

CWM

Impulse 

Fig. 3. Tristate median filter
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5.2 Switching median filter

These days, Switching Median Filter (SMF) is the most popular median filtering 
scheme; it is also known as (decision-based median filter). SMF attempts to reduce 
the unwanted change of undamaged pixels with the filter, so for beating this difficult point, 
SMF sees the pixel for input has been modified or not by the noise by changing the intensity 
of the noisy pixel. In contrast, it leaves the other pixels which have no modification. Usually, 
the SMF is used for two steps: detecting noise and the other step for deleting the noise [12].

The result from the first step of SMF is making a mask for noise M which is a binary 
mask and can be explained as:

 M i j
impulsenoisecandidate

otherwise
( , )

:
:

=




1
0  (6)

6 Thresholding selection

6.1 Normal Shrink

 The threshold value for the Normal shrink (NS) representing the optimal value is 
given by [13].

 
TN =

λσν
σν

2

 
(7)

where λ is calculated by equation (8).

 λ =






log
L
j
k  (8)

Where Lk represents the sub-band length at the Kth scale, (j) represents the complete 
number for decomposition. (σ) represents the estimation for Noise Variance. (NS) also 
computes soft threshold based on the threshold TN, which is performed using equation (7).

6.2 Sure Shrink

Donoho and Johnstone proposed Stein’s Unbiased Risk Estimator (SURE) as an 
approach for a threshold Chooser; this method is named Sure Shrink, which combines 
two thresholds, the universal and the SURE thresholds. It assigns a (tj) value for every 
resolution level (j) in the (wavelet transform). The objective of Sure Shrink reducing 
the Mean Squared Error (MSE), which is defined as the following [14].

 MSE
n

j z i j s i j
i

n
= = −∑12 2( ( , ) ( , ))  (9)

Where z(i,j) is the signal free from noise and (n) represents the size of the signal, 
by thresholding, the empirical Multiwavelet coefficients Sure Shrink will destroy the 
noise. The threshold t* of Sure Shrink is defined as:
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 t t n* min ( , )= σ 2log  (10)

Such that (t) represented the value that reduces ‘Stein’s Unbiased Risk Estimator’, 
σ is the noise variance, and (n) represents the size of the image.

6.3 Visu Shrink

Visu Shrink is also called a universal threshold; it is introduced by ‘Donoho and 
Johnstone’. VisuShrink is performed by applying the global threshold. This threshold 
is computed by

 t n= σ 2log  (11)

Such that (σ) is the variance of the noise, (n) is the total number of image pixels [15]. 
The assessment for the noisy level σ is determined to depend on the computed median 
value for the absolute deviation presented by equation (12)

 σ =
=−

−median abs g k ki
j({ ( , ) : , , })

.
1

10 1 2
0 6745

  (12)

Where gj–1 and (k) refer to the more coefficients details in the multi-wavelet transform.
The asymptotically produces a Mean Square Error (MSE) assessment as (m) tends 

to infinity. If (n) increased, we get a bigger and bigger threshold, smoothen the image.

6.4 Bivariate Shrink

The Bivariate Shrink is a new shrinking function that depends on two factors, the 
parent and the coefficient, for producing a good result of multi-wavelet image denois-
ing. It is based on the Bayesian estimation to compute the dependency between the 
parent and coefficient [16,17]. For the following equation, z2 refers to the parent of 
z1 (z2 is the coefficient of multi-wavelet at the same position as z1), then

 x z n1 1 1= =  (13)

 x z n2 2 2= +  (14)

Where n1 and n2 are noise samples, x1 and x2 are the noise of z1 and z2, as:

 x z n= +  (15)

 x z z= ( , )1 2  (16)

 z z z= ( , )1 2  (17)

 n n n= ( , )1 2  (18)

The coefficient estimation could be evaluated based on the noise densities and prior den-
sity of the multi-wavelet coefficient. Suppose the noise is ‘Gaussian’ so it can be written as:

 Pn n n e n n n( ) ( ) ( / )= − +1
2

2 21
2

2
2 2

π σ σ  (19)
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The above equation (13) is equal to resolve the following equations

 y
w
n

f w1
1
2 1 0− + =

σ
( )  (20)

 y
w
n

f w2
2
2 2 0− + =

σ
( )  (21)

f1 and f2 refer to the derivative of f (w) corresponding to w1 and w2 consequently.

7 Proposed denoising algorithm

In this paper, a proposed method is designed to remove the noise from the digital 
image; firstly, a preprocessing step is performed (TSMF & SMF) to detect and enhanced 
the corrupted pixel, the ratio of denoising based on the noise level, for the output fil-
tering image a multi-wavelet is performed for removing the rest noise, high frequency 
contains both the details and the noise while low frequency contains the energy so that 
soft thresholds are applied for high frequency, the following block diagram shows the 
main steps of the proposed algorithm.

Preprocessing

Choosing (SMF or TSMF)

Apply one level Multiwavelet Transform

Apply Thresholding Technique

Choosing HH coefficient for processing

Apply Multiwavelet Reconstruction for all coefficients

Input Noise

Image

Output Denoised

Image

Fig. 4. Block diagram for the proposed system
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Algorithm of The Image Denoising Proposed System

Input: Image with noise (I) (noisy image)
Output: processed denoised image (I’)
Begin

Load noisy image I (x, y), where x and y are plane coordinates.
Perform Tristate Median filter or Switching Median Filter
Perform Multi-Wavelet Transform on the noisy image I (x, y)
Apply the Threshold methods for the high frequency coefficients

1- Normal Shrink  2- Sure Shrink
3- Visu Shrink     4- Bivariate Shrink

Perform Invers Multiwavelet Transform on high and low coefficients of the image
Display processed denoised image (I’)

End

8 Implementation and results

The quality of the denoised image is evaluated by using Peak Signal to Noise Ratio 
(PSNR) as in [18–20]. The mathematical representation of the PSNR is as follows:

 MSE m n sum sum f g= −( / ( * ))* ( (( ) ))1 2  (22)

 PSNR f MSE= 20 0 5*log(max(max( ))) / (( ) ).  (23)

Where f represents the matrix data of our original image, g represents the matrix 
data of the denoised image, m represents the numbers of rows of pixels of the images, 
n represents the number of columns of pixels of the image, and max(f) is the maximum 
signal value that exists in our original image.

The implementation and results are illustrated in Tables 1 and 2. Three different 
images (Cat, Actors, and Fruits) of size 512*512 are used as test images for two dif-
ferent filters (Tri-state Median filter and SMF). The noise added to the test image is 
(Salt&pepper) as shown in Figure 5. Different amounts of noise factor=5%, 10%, 20%, 
and 30% are added to the test image using different filters with different Shrinking 
Methods Normal Shrink, Sure Shrink, Visu Shrink, and Bivariate Shrink.

     

Original Image After adding 10% Salt&pepper Noise

 Fig. 5. Adding Salt&pepper noise
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Table 1. The results test for the Tri-State filter

PSNR using Tri-State

Image name Noise  
factor(f)

Bivariate 
Shrink

Normal 
Shrink

Sure  
Shrink

Visu  
Shrink

Cat

5 39.35 38.72 38.31 28.81

10 38.12 37.37 37.04 27.34

20 34.72 34.41 34.68 25.06

30 32.64 32.28 31.79 23.71

Actors

5 37.21 36.81 36.59 25.94

10 35.73 35.24 34.97 24.88

20 33.08 32.39 32.41 22.75

30 30.51 30.47 30.26 20.69

Fruits

5 37.82 37.86 37.17 27.68

10 36.84 36.23 35.70 26.09

20 33.93 33.58 32.01 23.12

30 31.27 31.02 29.58 20.34

Table 2. The results test for the SMF filter

PSNR using Switching median filter

Image name Noise  
factor(f)

Bivariate 
Shrink

Normal 
Shrink

Sure  
Shrink

Visu  
Shrink

Cat

5 38.48 37.68 37.28 27.60

10 36.58 36.29 36.24 26.13

20 34.86 33.52 33.59 24.18

30 31.93 31.07 30.66 22.31

Actors

5 36.38 36.35 35.86 25.91

10 35.61 35.27 33.91 24.53

20 32.80 32.11 31.62 22.87

30 30.11 30.08 29.10 20.54

Fruits

5 37.14 36.98 36.06 27.71

10 36.20 35.81 34.68 26.03

20 33.32 33.06 31.56 22.41

30 30.67 30.47 29.33 20.08
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The PSNR values plots for three test images using TSMF and SMF are illustrated 
in Table 3 with the Bivariate Shrink, Normal Shrink, Sure Shrink, and Visu Shrink 
methods.

Table 3. The plot for TSMF and SMF where the x-axis represents the method type and y-axis 
the PSNR
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9 Conclusion

This paper presents the results of denoising images using different filters, with each 
of them used different Shrinking rules. We conclude from these result that the (TSMF) 
is better than (SMF) in denoising image quality; at the same time, the result of the 
Shrinking rule for each filter shows that the best result using first the Bivariate Shrink, 
the second was Normal Shrink, the third was Sure Shrink and the last was Visu Shrink.
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