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Abstract—This research presents a chatbot application to provide educa-
tional information for university students. There are three objectives: 1) to study 
the problem of providing information to university students with chatbots, 2) to 
develop a model and construct a chatbot to predict the interest of university stu-
dents, and 3) to assess the satisfaction of the information provided by the chatbot 
application. The research datasets were the conversations from the Messenger 
Facebook Page of the Faculty of Information Technology, Rajabhat Maha Sarak-
ham University, during the academic year 2020-2021. In total, there were 1,094 
transactions used in this research work. Furthermore, data mining and machine 
learning techniques, including CRISP-DM, Naïve Bayes, K-Nearest Neighbors, 
and Neural Network, were used as the research tools. The cross-validation and 
confusion matrix techniques were used to test the model performance. Moreover, 
a questionnaire was the application satisfaction assessment tool for 30 respond-
ents. As a result, it showed that the developed model provided high-level results, 
which are 88.73% accuracy and an average of 3.97 for application satisfaction. 
In the future, the researchers plan to apply the results for the next academic year 
and expand into other academic programs.  

Keywords—applied informatics, text analytics, educational data mining, 
eruptive technology, technology-enhanced learning  

1 Introduction  

Organizational communication for providing information about educational pro-
grams to university students is a fundamental problem for motivating admission to 
study programs. Students need communication that is speedy, snappy, and up to date. 
Using personnel as a primary communication tool can be problematic, for example, 
delays, inaccuracies of information, and inaccurate information. In a technological era 
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where people prefer communicating via smartphones as the main channel, chatbots 
have steadily become a popular medium for interacting between agencies and users. It 
increases its popularity and acceptance endlessly [1]–[6]. Advancements in Artificial 
Intelligence (AI) and machine learning technologies have empowered chatbots to be-
come powerful tools and technologies that continue playing an ever-increasing role and 
influencing human communications [3]. Moreover, chatbots have been applied for a 
wide range of different purposes to build customer relationships and promote educa-
tional programs of educational institutions [1], [4] through commercial, public relations 
[5], and corporate communications. 

Due to the COVID-19 pandemic, universities will have to organize online classes to 
solve problems [7]–[15]. For the Bachelor of Information Technology at the Faculty of 
Information Technology, Rajabhat Maha Sarakham University, the adoption of chatbot 
technology in universities to solve the problem of misinformation for students has been 
ignored. It interrupts communication between students and educational institutions. 
Students often get delayed information, and many other problems affect learners. So, 
the research question is, how do educational institutions provide tools and strategies for 
communicating with learners to meet the need for appropriate information for the stu-
dents in their educational institutions? This research question anticipates determining 
the behavioral patterns of learners interested in further education and their needs.  

Consequently, the researchers intend to study and support education with three ob-
jectives. The first objective was to study the problem of providing information to uni-
versity students with chatbots. This objective is to promote the learning and adoption 
of chatbot technology in the education industry. The second objective was to develop a 
model and construct a chatbot to predict the interest of university students. This objec-
tive focus on piloting and stimulating further learning of the implementation of chatbot 
technology in the education sector. The last objective is to assess the satisfaction of the 
information provided by the chatbot application. The application satisfaction assess-
ment aims to build user awareness and identify flaws for future improvements.  

The researchers made two crucial research hypotheses and beliefs.  

─ H1: Using artificial intelligence and text mining technologies can effectively de-
velop a model for predicting interest and providing information for students effec-
tively.  

─ H2: Model prototypes and applications that have been tested with scientific pro-
cesses will garner a high level of user satisfaction.  

An overview of the methodological research relationship is presented in Table 1. 
The conceptual research framework is divided into three phases. The first phase is the 
collection of data by applying text analytics technology. Initially, the data was collected 
as unstructured data, and it is necessary to manage it in a structured data format that 
prepares the data of the research methodology. The second phase is the model devel-
opment phase. In this section, the researchers selected essential tools to analyze the 
outcomes for predicting admissions interest to the Bachelor of Information Technology 
at the Faculty of Information Technology, Rajabhat Maha Sarakham University. It con-
sists of three predictive model development tools: Naïve Bayes, K-Nearest Neighbors, 
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and Neural Network. It also consists of two testing techniques, including a cross-vali-
dation method and a confusion matrix technique. The second phase of this research 
relies on modeling and evaluating the research methodology, while the third phase is 
an application development based on the research deployment methodology. The last 
phase consists of two stages, including the application development and the application 
satisfaction assessment stage.  

Table 1.  Research Methodological Relationship 

Research Objectives Research Processes CRISP-DM Stages 

(1) To study the problem of 
providing information to univer-
sity students with chatbots 

(1) Define research problems 
(2) Formulate research hypothesis 

(1) Business Under-
standing 

(3) Collect data 
(4) Convert unstructured data into 
structured data 
(5) Label data set 

(2) Data Understanding 

(3) Data Preparing 

(2) To develop a model and con-
struct a chatbot to predict the in-
terest of university students 

(6) Develop prototype models 
(7) Evaluate the performance of 
prototype models 
(8) Select the most reasonable 
model 

(4) Modeling 

(5) Evaluation 

(3) To assess the satisfaction of 
the information provided by the 
chatbot application 

(9) Develop an application proto-
type 
(10) Find satisfaction with the ap-
plication 
(11) Summary and improvement 

(6) Deployment 

 
Table 1 provides the relationship of the research development process. It consists of 

three research objectives, including eleven research processes and six functional areas 
based on the CRISP-DM Data Mining Development Principles. Besides, this research 
designed a six-section of presentation outline. The first section is an introduction, which 
presents the significance of the research. The second section is the literature reviews 
and related works, which summarize the existing research that influenced this research. 
The third section is the research methodology based on the principle of data mining 
development using the CRISP-DM technique [16]–[18], consisting of six stages.  

The fourth section is the research findings, which classify the reports according to 
research objectives. The fifth section discusses the results, which analyzes the observa-
tions and findings from the research study. The last section is the conclusion section. It 
consists of comparing research findings against objectives, summarizing the pros and 
cons, and applying them to further improvements in future work. 

2 Literature reviews and related works  

This review aims to initiate understanding and raise awareness among readers. This 
section details the effectiveness of the educational chatbot application. A chatbot or 
chatbot application is a software application that can operate automatically through pre-
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defined operating conditions. A chatbot application is a program created to simulate 
conversations with users in natural language through a multi-platform messaging ap-
plication [19]. The outstanding feature of the chatbot application is that it does not re-
quire installation on the device, and it is therefore popular as a communication tool with 
learners [19]–[22].  

Chatbots are increasingly being used for education to improve student interactions 
by relying heavily on online platforms for students’ communication and many other 
activities [4], [23]. Prime examples of educational chatbot applications are teaching, 
administrative, assessment, advisory, and scholarly research activities [4]. Although the 
educational process is an integral part of human development, the adoption of technol-
ogy such as chatbots appears in small numbers. It seems that research reports on im-
proving the quality of education are limited. Moreover, educational technology devel-
opments have focused on building tools and studying the learning process rather than 
developing applications to help design problem-solving in the education system [1], 
[24], [25].  

Nevertheless, researchers’ perspective believes it lacks the adoption of modern tech-
nology, including artificial intelligence technology, to support the education system. 
Strong ideas of researchers are that the design of student success needs to be interpreted 
in the interest and acceptance of the learners themselves. This belief base has been ac-
cepted [26]–[29]; however, it is essential to prioritize the development of learners’ 
achievement in the education system due to many weaknesses.  

3 Research methodology  

The core of this research methodology is based on CRISP-DM data mining devel-
opment principles [16]–[18], [30]. The central part is related to six elements: Business 
Understanding, Data Understanding, Data Preparation, Modeling, Evaluation, and De-
ployment. All six aspects work concerning the research process where the researchers 
show the relationship between research objectives, research development processes ac-
cording to the research framework, and CRISP-DM data mining development princi-
ples, as shown in Table 1. 

3.1 Business understanding  

In conducting research, it is imperative to understand the purpose of using the data 
to analyze the research problem, which is the concept of business understanding [16], 
[17]. In this section, the researchers set the work direction in two main areas: formulat-
ing research questions and hypotheses, as presented in the introduction. 

3.2 Data understanding  

Data Understanding is the process of creating awareness and communicating with 
research questions [16], [17]. It creates an understanding of data by collating relevant 
data, conducting a selection of important data, and managing the suitability of data in 

iJIM ‒ Vol. 17, No. 05, 2023 7



Paper—Analyzing and Tracking Student Educational Program Interests on Social Media with Chatbots… 

terms of quantity and data adequacy. The element of data understanding consists of 
four aspects including initial data collection, data description, data exploration, and data 
quality verification. This research followed the four aspects mentioned.  

In the initiation of data collection, the researchers determined the period for data 
collection from inquiries between interested parties in the Information Technology Pro-
gram and the Facebook Page of the Faculty of Information Technology determined 
during the academic year 2020-2021. In the process of the data description, the re-
searchers scoped the data synthesis by communicating issues that related to the student's 
interest in further education. It involves exploring the data used to analyze the relevant 
question of a research problem. In a final step, the researchers proceeded to confirm the 
quality of the data. From all four steps, the researchers collected 1,094 transactions of 
conversations between interested persons to study for the Bachelor of Information 
Technology via the Facebook Page of the Faculty of Information Technology. 

3.3 Data preparation  

The data preparation process consists of five components including selecting data, 
cleansing data, constructing data, integrating data, and formatting data. This research 
applied the principles of text mining analysis as a guideline for data preparation man-
agement. Text mining is the exploitation of messages communicated in everyday life. 
It is sometimes called “Text Data Mining” or “Text Analytics” [2], [30]. Text mining 
normally involves the process of manipulating input text structures for predictive anal-
ysis and forecasting. It performs a model acquisition function within the unstructured 
data into the structured data. Finally, the structured data is used for evaluating and in-
terpreting results through a model development process for prediction and forecasting. 
The data preparation process is illustrated in Figure 1.  

 
Fig. 1. The Data Preparation Process  

Figure 1 demonstrates the data preparation process by applying management and 
analysis based on text mining principles. It has three important steps. The first step is 
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the text import, which is the pre-processing process. In addition, initial text structure 
analysis. The second step is text processing whereas the purpose of this step is to create 
variables for defining the model development attributes. The final step is the text ex-
port, whereby the attributes are summarized through the analysis process and trans-
formed into a modeling-ready state. 

3.4 Modeling  

The CRISP-DM modeling component consists of four components [16]–[18]. The 
first component is the selection of modeling techniques, which considers the properties 
of the technique corresponding to the goals and research questions. The second com-
ponent is the creation of a test design, which is used to design and select a viable tech-
nique. The third component is modeling while the last component is the assessment 
model.  

Typically, models have competed with others in different techniques. Researchers 
need to interpret model results based on scientific knowledge relevant to the research 
problem. In addition, the researchers need to consider the criteria of success as pre-
defined and improved test design. Therefore, the model development tools in this re-
search were deployed by modeling machines based on supervised learning. The se-
lected techniques consisted of three techniques including the Naïve Bayes, K-Nearest 
Neighbors, and Neural Network techniques. All three techniques consist of several fea-
tures and details. Naïve Bayes is a classification technique that uses probability to cal-
culate and explain equations. Moreover, the Naïve Bayes technique is suitable for data 
problems that are not linear model analyses and is used to rank forecasts based on prob-
ability. Therefore, it is appropriate to apply the unstructured nature (unstructured data) 
to create predictions that match this type of model analysis.  

Likewise, K-Nearest Neighbors (K-NN) is a technique for analyzing new data com-
pared to the original data in the immediate vicinity. If the new data is closest to the 
original data, it is assigned the same data type as the original data.  

On the other hand, Neural Networks or Artificial Neural Network is the branch of 
artificial intelligence technology. It contains concepts and principles to design a com-
puter network that mimics the work of the human brain. Although its operation is com-
plex, it can perform analysis and prediction of data efficiently.  

After defining the scope and selecting the modeling tools, the next step is to create 
the test design. The test design creation process is presented along with the modeling 
process as shown in Figure 2. Figure 2 shows the development of the model. It consists 
of a process based on the CRISP-DM principle in three parts. The first part is to import 
the prepared data from the data preparation process. The second part is performed ac-
cording to the selected techniques. The third part is the selection of high-performance 
models where the model selection process was chosen by the cross-validation methods 
and confusion matrix techniques as explained in the evaluation topic. 
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Fig. 2. Modeling and Finding the Effectiveness of Research Tools  

3.5 Evaluation  

The evaluation phase is an important part of considering implementing a model that 
has been developed [17], [30]. While the assessment model task of the modeling pro-
cess focuses on evaluating technical models, the evaluation process takes a broader look 
at which models are most relevant to the research question and what to do next. This 
procedure has three tasks including evaluating the results, reviewing the process, and 
determining the next steps.  

The techniques and methods for selecting the most efficient model consist of two 
parts including the cross-validation method and the confusion matrix technique [31], 
[32]. The principle of the cross-validation method is to divide the collected data into 
two parts. The first part is the data prepared to create the model. It is known as “training 
data”. While another piece of data is prepared for testing the developed model. It is 
known as “testing data”. The confusion matrix is a technique for determining the per-
formance of a model using the part data prepared to test the model. It has three metric 
components technique including accuracy, precision, and recall. It operates in the form 
of a computational grid, which is described in Figure 3.  

 
Fig. 3. The Composition and Calculation of the Confusion Matrix  
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The relationship between the research objectives and the data mining development 
process is shown in Table 1. After obtaining a reasonable and suitable model to be 
developed into an application, the researchers applied the model to Facebook chatbots 
as shown in the reports section. It is essential to be prepared for further satisfaction 
assessments.  

3.6 Deployment  

The fact is that the models are extremely useless unless the user can access its results 
and the actual implementation. Therefore, there is no doubt that good outcome models 
can be evaluated by real users. Therefore, the tasks of this section consist of four sub-
tasks including plan deployment, plan monitoring and maintenance, producing a final 
report, and reviewing the project as follows.  

The first sub-task was development planning for deployment, where the researchers 
planned to study the applied model in the Facebook chatbot program.  

The second sub-task was a follow-up planning where the researchers planned to test 
the Facebook chatbot program in a specific sample. This sample group is 30 students 
from the Bachelor of Information Technology at the Faculty of Information Technol-
ogy, Rajabhat Maha Sarakham University. The questionnaire was verified through the 
IOC process with a summary of the questions as shown in Table 2.  

Table 2.  Satisfaction Assessment Questionnaire for Facebook Chatbots  

Stage Assessment Issues  
Stage 1: Content  

Q1 Level of satisfaction toward the information provided by the chatbot  
Q2 Level of satisfaction toward the presented modernity and up-to-date information 

Stage 2: Functional  
Q3 Level of satisfaction toward the interaction and language appropriateness with the chatbot  

Q4 Level of satisfaction toward the accuracy in providing the information and answering the 
questions  

Q5 Level of satisfaction toward the speed and time to provide information and answer the 
questions  

Q7 Level of satisfaction toward the similarity with human conversation 
Stage 3: Usability and Benefits 

Q8 Level of satisfaction toward the chatbot’s ability to handle unexpected questions 
Q9 Level of satisfaction toward the utilization and creativity of applied technology  

Q10 Level of satisfaction toward the innovations which it inspired the decision to be admissions 
into the Bachelor of Information Technology  

* Q = Question Number  

The third sub-task was to test the Facebook chatbot program on a given sample as 
shown in Figure 4. After completion of the testing process, the tester was asked to as-
sess the satisfaction with the questionnaire as shown in Table 2. 
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Fig. 4. Chatbot Application and Satisfaction Assessment  

The final sub-task was a review of the research project where the researchers took 
the satisfaction assessment results from the summary tests and presented them in the 
research reporting section. 

4 Research findings  

The report of research findings was grouped into three categories by the research 
objectives. The first category is the text mining analytics report. This section presents 
a summary of the various acquired attributes. The second category is to report the anal-
ysis of the model development to be used in the Facebook chatbot program. The final 
category is to report on the Facebook chatbot user satisfaction assessment.  

4.1 Text mining analytics report  

The results of the study on the classification of questions using the text mining tech-
nique through the collection of communication transactions between interested students 
and the Facebook Page of the Faculty of Information Technology included 1,094 trans-
actions from 100 Facebook users.  

It discovered 55 attributes from the questions and was able to summarize the 10 most 
important attributes as shown in Table 3.  

Table 3.  The Top 10 of the Highest Frequency Attributes  

Rank  Attributes  Frequency  Rank  Attributes  Frequency  
1 Admission  99 6 Enrollment  77 
2 Expenses  85 7 Activities  74 
3 Occupation  84 8 Qualification  70 
4 Salary  80 9 Registration  70 
5 Scholarship  79 10 Document  70 
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Table 3 summarizes the filtered attributes through the text mining process, which are 
further used in the model analysis. These 10 attributes were designated to represent 
those who were discussing their interest in attending an Information Technology edu-
cational program. It is used as a “class” or “tag” for an analysis of the information 
provided to interested students as shown in the concept in Figure 1.  

4.2 Model development report  

This section reports an analysis of model development using three data mining tech-
niques including Naïve Bayes, K-Nearest Neighbors, and Neural Network techniques. 
This process is illustrated by the concept in Figure 2. In addition, the testing process to 
determine the efficiency of each model was performed using the cross-validation tech-
nique and confusion matrix performance as described in Figure 3. A summary of the 
analysis results for all three techniques is shown in Table 4. 

Table 4.  Comparison of Accuracy using Three Techniques  

Classifiers  
Model Performance  

Accuracy  Time (second) 
Naïve Bayes 87.72% 45 
K-Nearest Neighbors 86.56% 68 
Neural Network 88.73% 145 

 
Table 4 shows a comparison of accuracy using three techniques including Naïve 

Bayes, K-Nearest Neighbors, and Neural Network techniques. It found that the Neural 
Network technique was the most effective offering an accuracy of 88.73%. However, 
it took the longest time to develop the model, which was 145 seconds.  

The distribution of the results of the three analytical techniques is shown in Tables 
5 to Table 7.  

Table 5.  Summary of Naïve Bayes Technique Analysis  

Class (Tag) 
Model Performance  

Precision  Recall  F1-Score  
Admission  90.80% 85.87% 88.27% 
Expenses  88.37% 78.36% 83.98% 
Occupation  80.00% 81.72% 80.85% 
Salary  91.25% 71.57% 80.22% 
Scholarship* 72.12% 97.40%* 82.87% 
Enrollment  86.25% 80.23% 83.13% 
Activities* 86.76% 89.40% 92.91%* 
Qualification  82.05% 76.20% 79.01% 
Registration*  95.83%* 87.34% 91.39% 
Document  84.88% 93.59% 89.02% 
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Table 5 shows the results of the Naïve Bayes efficacy test. It found that the precision 
that offered the greatest value across all classes was the registration class, which was 
95.83%. The recall with the highest accuracy in the scholarship class was 97.40%. In 
addition, the F1-Score was the most valuable in the activities class, which was 92.91%. 

Table 6 shows the results of the K-Nearest Neighbors efficacy test. It found that the 
precision that offered the greatest value across all classes was the admission class, 
which was 95.10%. The recall with the highest accuracy in the document class was 
96.72%. In addition, F1-Score was the most valuable in the admission class, which was 
90.23%. 

Table 6.  Summary of K-Nearest Neighbors Technique Analysis 

Class (Tag) 
Model Performance  

Precision  Recall  F1-Score  
Admission*  95.10%* 85.84% 90.23%* 
Expenses  78.00% 92.86% 84.78% 
Occupation  86.86% 91.53% 89.14% 
Salary  74.16% 68.76% 71.35% 
Scholarship  78.95% 87.20% 82.87% 
Enrollment  82.14% 83.63% 82.88% 
Activities  86.52% 90.59% 88.51% 
Qualification  83.82% 67.86% 75.00% 
Registration  87.14% 70.11% 77.71% 
Document*  81.94% 96.72%* 88.72% 

 
Table 7 shows the results of the Neural Network efficacy test. It found that the pre-

cision that offered the greatest value across all classes was the admission class, which 
was 94.44%. The recall with the highest accuracy in the activities class was 93.93%. In 
addition, F1-Score was the most valuable in the admission class, which was 92.39%. 

Table 7.  Summary of Neural Network Technique Analysis  

Class (Tag) 
Model Performance  

Precision  Recall  F1-Score  
Admission*  94.44%* 90.42% 92.39%* 
Expenses  84.88% 87.96% 86.39% 
Occupation  86.59% 86.59% 86.59% 
Salary  80.73% 77.20% 78.92% 
Scholarship  89.01% 75.70% 81.82% 
Enrollment  82.65% 79.41% 81.00% 
Activities*  84.93% 93.93%* 89.21% 
Qualification  79.79% 92.60% 85.71% 
Registration  76.34% 87.66% 81.61% 
Document  92.86% 82.28% 87.25% 
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This section ends the process according to the research’s second objective. The next 
step is to test the developed model, find satisfaction with the use of the model, and 
report the results.  

4.3 Chatbot satisfaction assessment report  

This section assesses the satisfaction of using chatbots from a model developed with 
a sample of 30 representatives. The assessment topics refer to Table 2, which can be 
summarized in Table 8. 

In addition, the results of the chatbot deployment can be shown as an example of a 
response in the Facebook Messenger program, shown in Figure 5.  

 
Fig. 5. An example of a response in the Facebook Messenger program 

The usability assessment satisfaction score is based on the Likert 5-level evaluation 
principle. The definitions of the scores and their meanings are as follows: 1 means 
strongly disagree, 2 means disagree, 3 means neutral, 4 means agree, and 5 means 
strongly agree. Besides, the interpretation section is calculated from the mean and in-
terprets the results from the score interval calculation.  

 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =  𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 − 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆

 = 5−1
4

 = 0.80 (1) 

The calculation of the score interval is based on the calculation in Equation (1) where 
each of the results is presented as follows: The first interval is the value of the mean 
between 1.00 - 1.80, which means “Very dissatisfied”. The second interval is the value 
of the mean between 1.81 - 2.60, which means “Dissatisfied”. The third interval is the 
value of the mean between 2.61 - 3.40, which means “Neither Satisfied nor Dissatis-
fied”. The fourth interval is the value of the mean between 3.41-4.20, which means 
“Satisfied”. The fifth interval is the value of the mean between 4.21-5.00, which means 
“Very Satisfied”. The satisfaction assessment results for using the chatbots are summa-
rized in Table 8.  
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Table 8.  Summary of Satisfaction with Using Chatbots  

Stage Mean  S.D. Interpretation 
Stage 1: Content  
Q1 4.37 0.75 Very Satisfied 
Q2 4.10 0.94 Satisfied 
Average  4.24 0.85 Very Satisfied 
Stage 2: Functional  
Q3 4.43 0.76 Very Satisfied 
Q4 3.43 1.05 Satisfied 
Q5 4.33 0.75 Very Satisfied 
Q6 3.80 1.11 Satisfied 
Q7 3.80 0.79 Satisfied 
Average  3.96 0.89 Satisfied 
Stage 3: Usability and Benefits  
Q8 3.93 0.81 Satisfied 
Q9 3.42 1.05 Satisfied 
Q10 4.09 0.94 Satisfied 
Average  3.81 0.93 Satisfied 
Total Average  3.97 0.90 Satisfied 

 
Table 8 presents the results of the analysis of the satisfaction assessment of using the 

chatbot program. It found that the overall satisfaction with using the chatbots was "Sat-
isfied". It has a mean of 3.97 and a standard deviation of 0.90. Moreover, most of their 
satisfaction was the state of the Q1: Level of satisfaction toward the information pro-
vided through the chatbot with a mean of 4.37 and a standard deviation of 0.75. There-
fore, it can be concluded that the overall user accepted the developed program.  

5 Research discussions  

Two areas were essential to the research discussion: the model discussions and the 
discussion of satisfaction assessment results. 

5.1 Model discussions  

The models selected in the chatbot application were compared with the performance 
of the Naïve Bayes technique, the K-Nearest Neighbor technique, and the Neural Net-
work technique. The comparison results of each technique are as follows: 

1. Performance testing with the Naïve Bayes technique showed that the highest value 
Precision was 95.83% with registration class, while Recall was 97.40% with schol-
arship class. Also, F1-Score was 92.91% with activities class, while Accuracy was 
87.72% in 45 seconds.  
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2. Performance testing with the K-Nearest Neighbor technique showed that the highest 
value Precision was 95.10% with admission class, while Recall was 96.72% with 
document class. Moreover, F1-Score was 90.23% with admission class, while Ac-
curacy was 86.56% in 68 seconds.  

3. Performance testing with the Neural Network technique showed that the highest 
value Precision was 94.44% with admission class, while Recall was 93.93% with 
activities class. In addition, F1-Score was 92.39% with admission class, while Ac-
curacy was 88.73% in 145 seconds.  

By selecting various research tools and carefully controlling the research process, it 
can be concluded that the model developed and applied is acceptable in practice. 

5.2 Discussion of satisfaction assessment results  

This sample group is 30 students from the Bachelor of Information Technology at 
the Faculty of Information Technology, Rajabhat Maha Sarakham University. The cat-
egories of the questionnaire are presented in Table 2. In addition, the level of satisfac-
tion with the use of the chatbot program is summarized in Table 8.  

It found that the overall outcome of the testers’ satisfaction with the chatbots was 
high. It had an overall satisfaction level of 3.97, which was interpreted as Satisfied or 
Acceptable. The issue that the sample group had the highest level of satisfaction was 
the Q1: Level of satisfaction toward the information provided through the chatbot with 
a mean of 4.37 and a standard deviation of 0.75. This point is the main part of the 
research. It can be concluded that this research achieved all research objectives.  

However, it has some suggestions: 1) Increasing the retention period for a more ex-
tended period will result in a more efficient analysis of user needs. 2) Problems and 
impacts arising from the COVID-19 pandemic may affect the decision to study in dif-
ferent educational institutions. Therefore, expanding the scope of research by possibly 
repeating the study after the end of the COVID-19 epidemic could make prediction 
models more accurate. 3) This research should be encouraged and supported by relevant 
organizations and agencies for further use in public works. All three recommendations 
are consistent with the research [7], [9]–[11].  

6 Conclusion  

In conclusion, it found that the different learners have distinctive behaviors and in-
terests that result in manifold achievements. Presenting an educational program con-
sistent with the learner’s intentions will support the learner to achieve the desired goal. 
Therefore, it leads to three important research objectives: 1) to study the problem of 
providing information to university students with chatbots, 2) to develop a model and 
construct a chatbot to predict the interest of university students, and 3) to assess the 
satisfaction of the information provided by the chatbot application. Hence, this research 
achieved the objectives of the research hypothesis.  
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The first objective was achieved by studying the needs of learners through data col-
lection within Messenger from the Facebook Page of the Faculty of Information Tech-
nology, Rajabhat Maha Sarakham University during the academic year 2020-2021, to-
taling 1,094 transactions. There were 55 attributes where the top 10 important attributes 
were “tag” or “class” to generate the forecasting models for providing data and infor-
mation for interested parties as summarized in Table 3. The second objective was 
achieved by modeling and developing an application for predicting the interest of the 
admissions in the Bachelor of Information Technology as summarized in the model 
validity in Table 4. The model was accepted and developed into an application deployed 
from the Neural Network technique. It offered the highest accuracy with an accuracy 
of 88.73%. The final objective was achieved by having a high level of satisfaction from 
the 10 issues, shown in Table 2. Furthermore, the satisfaction assessment results were 
summarized in Table 8. It has an overall satisfaction rating of 3.97, and a standard de-
viation of 0.90.  

Based on the research question, “how do educational institutions provide tools and 
strategies for communicating with learners to meet the need for appropriate information 
for the students in their educational institutions?”. Researchers have developed a chat-
bot application for the Department of Information Technology at the Faculty of Infor-
mation and Communication Technology, Rajabhat Maha Sarakham University, as 
shown in Figure 5, assessed by a sample of 30 representatives. They were delighted, as 
summarized in Table 8. Therefore, it is concluded that this research achieves the re-
search objectives, research questions, and established research hypotheses. The results 
of the research are therefore determined to be put into practice. In addition, the research-
ers have coordinated with relevant agencies to implement this application in the next 
academic year at the Faculty of Information Technology, Rajabhat Maha Sarakham 
Maha University, for public benefit. 

7 Limitations  

This research has several limitations, pointing to future improvements. For research-
ers, finding the key points is one of the biggest challenges. Researchers have found that 
university students use many different platforms, and it's not just Facebook Messenger 
chatbots. Developing a chatbot application to cover all platforms is imperative. How-
ever, the integration of data between platforms requires further study and research in 
the future.  
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