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Abstract

This paper studies a linear regression model to predict the car prices for the U.S market, in
order to help a new entrant understanding important pricing factors/variables in the U.S
automobile industry. The prediction of a car price has become a high-interest research area,
as it requires significant knowledge of the field. I have applied to a highly comprehensive
analysis with all data cleaning, exploration, visualization, feature selection and model building.
The data used for the prediction were collected from the web portal fred.stlouisfed.org using
web scraper, written in Python/Jupyter programming language. According to a problem
solving approach, I have split it to 5 parts (Data understanding and exploration, Data cleaning,
Data preparation: Feature Engineering and Scaling, Feature Selection using RFE and Model
Building and Linear Regression Assumptions Validation and Outlier Removal). The points are
symmetrically placed along a diagonal line in the former plot and along a horizontal line in the
later plot in the examination plots of observed against forecast values or residuals versus
projected values. According to the table of Residuals vs. Predicted, many points with extremely
high residual values suggest that the model predicts one item adversely. Other well-known
raised residual points may possibly be significant outliers.

Keywords: Car Price Prediction, Liner Regression, Data Understanding, Data Cleaning.

1. Introduction

In this paper the given purpose is to explain the price of cars in the US where the liner
regression is used, and which helped to estimate predictions. Respectively, an accurate
estimation of automobile prices requires specialized expertise, as quality typically relies on
several different features and variables. In addition, the amount of gasoline used in the vehicle
and the fuel usage per mile have a significant effect on a car's price leading to regular
adjustments in a fuel 's demand.
This analysis is organized in this structure:
e Data understanding and exploration
e Data cleaning
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e Data preparation: Feature Engineering and Scaling
e Feature Selection using Recursive Feature Elimination (RFE) and Model Building
e Linear Regression Assumptions Validation and Outlier Removal.

2. Literature Review

Noor and Jan (2017) use multiple linear regression to construct a model for forecasting car
prices. The dataset was generated during the two-month span and included the following
characteristics: size, cubic ability, exterior color, date of posting of the ad, amount of ad views,
power steering, kilometer mileage, type of transmission, type of motor, area, registered area,
layout, edition, make and model year. With the Results setup researchers were able to reach 98
per cent predictability. The authors have suggested prediction model based on the single
machine learning algorithm in the relevant research seen above. Nevertheless, it is notable that
a standard approach to machine learning algorithms did not produce impressive predictive
outcomes and could be improved by combining multiple methods of machine learning into an
ensemble.

Gonggie (2011) suggested a model that would be developed using ANN (Artificial Neural
Networks) to estimate the price of a used vehicle. He considered several attributes: passed
miles, estimated car life and mark. The new model was developed in order to cope with
nonlinear data interactions, which was not the case for prior models using standard linear
regression techniques. The non-linear model was able to forecast car prices better than other
linear models with greater accuracy.

Wu et al. (2009) performed analysis of car price estimation utilizing a knowledge-based
neuro- fuzzy method. They took the following characteristics into account: model, year of
production, and engine size. Their model of projection had comparable findings to the simplistic
model of regression. They have created a specialist program named ODAV (Optimal
Distribution of Auction Vehicles), since there is a strong demand for auto dealers to deliver the
vehicles at the end of the leasing year. This method offers information into the best car rates,
as well as the place where the best quality can be earned. Regression model focused on
neighboring k-nearest machine learning algorithm was used to predict a car's speed. This
program appears to be remarkably effective, as it has exchanged more than two million vehicles.

In his thesis research Richardson (2009) offered a specific approach. His expectation was
that more robust vehicles should be made by automakers. Richardson implemented multiple
regression analyses and found that electric vehicles have maintained their worth longer than
regular vehicles. This has origins in urban warming issues and offers greater fuel efficiency.

3. Methodology and Problem Solving
3.1 Data Understanding and Exploration

Let's first have a look at the dataset and understand the size, attribute names etc. Figure 1 shows
the data types and names of the columns of the dataset and according to the estimation Python
is used where it helps to apply to the liner regression.
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Figure 1 — Understanding the features and data Observations on Target Variable- Price

cars pd cread_cswi “auto_with_col (1).csv™)
cars. infof)

cclass “pandas.core.frase . DataFrame’ >
Rangelndex: I85 entries, & to T4
Data columnms {total 26 columng):

= Calumn Mom-Null Cownt ODtyps
"] car_TD 205 men-rull Enedd

1 symbaling 105 mon-mull Intéd
Cariiane i85 non-rull cbfect
3 fueltype 285 non-rull obfect
4 aspiration 285 non-null object
5 doornusber 285 mons=null object
& carbody 185 mon=null object
7 drivewhesl 285 mon-null object
& aenglnelocation 285 men-mull object
] whee lbage T Floathd
¥ carlength F loat i
11 carwideh Floathd
12 <carhelght ] Floatdd
13 curbwelght 205 pgn-rull ineda

The target variable price has a positive skew; however, majority of the cars are low priced.
More than 50% of the cars (around 105-107 out of total of 205) are priced 10,000 and close to
35% cars are priced between 10,000 and 20,000. So around 85% of cars in US market are priced
between 5,000 to 20,000. Based on above observations and graph on right side (KDE/green
one) it appears there are 2 distributions one for cars priced between 5,000 and 25000 and
another distribution for high priced cars 25,000 and above. (Notice the approximate bell curve
from little less than 30000 up to 45,000/50,000).

Data Exploration

To perform linear regression, the target variable should be linearly related to independent
variables. Let's see whether that's true in this case. Figure 2 shows the tabular form of the dataset
on which we will carry the operations.

Figure 2 — Var indicators

#rroating df 2th mommamts wan'c anly
Freaiing ar WilR mmerid wae s oLy
1

cars_numeric=cars.select ctypes{include=["floatfd |, "intsd"])
cars_mmerds .head()

car ID symboling wheelbase cadength canmvidth carheight curbweight enginesize borerdtio stroke COmpressiowatio horsepower pekrpm  citwmpg

0 1 3 a6 164 641 425 2543 130 KT a0 i 5000 H
1 2 3 a6 1634 641 4% 2543 130 EE T ad i 5000 H
i 3 1 945 2 6535 524 2823 132 63 147 90 1 00 19
1 i 2 098 1764 662 ELk ny 109 1% 34 100 102 500 )
4 5 2 994 1766 664 543 84 135 119 340 &0 e 5500 18

These vars appears to have a linear relation with price: carwidth, curbweight, enginesize,
horsepower, boreration and citympg. Other variables either don't have a relation with price or
relationship isn't strong. None of the variables appear to have polynomial relation with price.
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In linear regression assumptions validation section, we will check for linearity assumption in
detail. Figure 3 shows the useful insights from Correlation Heatmap (which shows a 2D
correlation matrix between two discrete dimensions), dependent variables and independent
variables.

Figure 3 — Heatmap Correlation

Aroke
CORTIDrES SN T
hoesepower
peakipm -
otymipg -
highwaymgg -

e

e - |
....

whegihyse
warkengih
carmdth
arheght
tenght I
mqinesze
boreratio
ke
sssloneatio
oriepawed
prakrpn
arympg
jheeympg
pice

Positive correlation: price highly correlated with enginesize, curbweight, horsepower,
carwidth (all of these variables represent the size/weight/engine power of the car)

Negative correlation: price negatively correlation with mpg var's citympg and
highwaympg. This suggest that cars having high mileage may fall in the 'economy' cars category
or in other words indicates that Low priced cars have mostly high mpg

Correlation among independent variables: many independent variables are highly
correlated; wheelbase, carlength, curbweight, enginesize etc. are all measures of 'size/weight',
and are positively correlated

Since independent variables are highly correlated (more than 80% correlation among many
of them) we'll have to pay attention to multicollinearity, which we will check in assumptions
validation section using VIF score

3.2 Data Cleaning: Missing values and feature data type check

In this section we will check dataset for missing values and check the datatypes of different
features. Figure 4 shows the data types and names of the columns of the dataset and meanwhile
Figure 5 shows the conversion of desire column.
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Figure 4 — The types of columns of the dataset

cars.infof)

#no missing values

#all var's in correct format, however since symboling is o categorical var we need to change its type
<¢lass 'pandas.core.frame.DataFrame” >

RangeIndex: 285 entries, @ to 284
Data columns {total 26 columns}:

# Column Mom-Null Count Dtype
a car_ID 285 non-null intes
1 symboling 285 non-null intes
2 CarMame 285 non-null abject
E fueltype 285 non-null abject
4 aspiration 285 non-null object
= doornumber 285 non-null object
[ carbody 285 non-null object
7 drivewheesl 285 non-null abject
= enginelocaticon 285 non-null abject
2 wheelbase 285 non-null floatesd
1@ carlength 285 non-null floates
11 carwidth 285 non-null fleoates
12 carheight 285 non-null floates
13 curbweight 285 non-null intea
14 enginetype 285 non-null object
15 cylindernumber 285 non-null abject
18 enginesize 285 non-null intes
17  fuelsystem 285 non-null abject
18 boreratio 285 non-null floates
19 stroke 285 non-null fleoates
2@ compressionratio 285 non-null floates
21 horsepower 285 non-null intea
22 peakrpm 285 non-null intea
23 citympg 285 non-null intes
24 highwaympg 285 non-null inte4
25 price 285 non-null floates

diypes: floats4({8}, inte4(8), cbject(la)
memory usage: 41.8+ KB

Figure 5 — The conversation of the column

# converting symboling to cotegorical
cars["symbeling'] = cars[ "symbecling’].astype( "object")
cars.info()

<class "pandas.core.frame.DataFrame”>
RangeIndex: 25 entries, @ tec 24
Data columns (tcotal 26 columns):

- Column Non-Mull Count Dtype
a car_ID 285 non-null inteas
1 symboling 205 non-null object
2 carMname 285 nen-null object
2 fueltype 285 nen-null object
= aspiration 285 nen-null object
s doornumber 285 non-null object
s carbody 285 non-null object
7 drivewheel 2865 nen-null object
8 enginelocation 285 non-null object
-] wheelbase 285 non-null flocatses
ie carlength 205 non-null flocates
11 carwidth 295 nen-null flcates
12 carheight 295 nen-null flcates
13 curbweight 285 non-null intes
142 enginetype 2es non-null object
15 cylindernumber 265 non-null object
16 enginesize 2865 non-null intes
17 Ffuelsystem 285 non-null object
18 boreratio 285 non-null floates
12 stroke 205 non-null Fflocates
22 compressionratio 285 nen-null flcates
21 horsepower 285 nen-null intes
22 peakrpm 285 nen-null intea
23 citympg 285 non-null intes
24 highwaympg 285 non-null inteas
25 price 285 non-null flocates

dtypes: floats4(8), intes(7), object(1il)
memory usage: $1.8+ KB
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3.3 Data Preparation: feature engineering

In this section we prepare the data for model building and desire operations. Enable to make
future operations we prepared the data. Data preparation contains drop, merge, and creating
dummies. Scaling features though not necessary in (Multiple Linear regression) MLR but it’s
good to do it as it makes interpretation of regression coefficients easier

3.4 Model Building and Feature Selection Using RFE (Recursive FeatureElimination)

Since our dependent variable price looks to be linearly related to most of the independent
variables, we are using Linear Regression (because of in statistics when dependent variable is
linearly related to independent variable then we apply Linear Regression) only and no other
types of regression like Polynomial, Random Forest/Boosting regression etc.

Massive overfitting: all features in model is never a good idea unless features are too less
and all of them are important, so we used using recursive feature elimination to reduce
dimensionality. First, we need to split the data into train and test as shown in Figure 6. Then we
perform some R-square and root mean squared error (RMSE) on train and test data and we
obtain some values of R-square on train and test data as well and also RMSE on train and test
data after performing these operations as these values are clearly shown in Figure 6.

Figure 6 — Data Split

In [§3]: # Model with all features
from sklearn imsport linsar_sodel
from sklearn.lingar_model import Lincarfegression

lm=LinearRagression )
1o, #it(%_train,y_train)

y_pred_testela.predict(_test)
y_pred_tradnslm, predlct{X_traln)

i 2l - o L gy -
1 [54): = Fvelwotion metrics

FREGAWrE

from sklearn.metrics import ri_score

print({ R-sqawre on train data: {}°.format{rZ_score(y_trutsy_traln, y_prédey_préd_trala)))
primt{"R-sqaure on test data: {}'.formatiri_score(y_truesy test, y_predsy_pred_test)l)

Fitandard @rrorSRMSE
error_tralmsy_pred_train-y_train
error_teitay_pred_test-y_test

primt{"AMSE on train data: ) '..FE-"-I-"-!-TI:I:['EI'FEI"_TI‘JE.I'-“.'.:..ﬂ!‘-!ll'-l:l":'
print(*RMSE on test data: {}".forsat{({error_test®™*2).mean() )"

. L
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L &

R-sqaure on train cate: @.9756891500087316%
R-ZgBure on Test data: @.538262139339%081
RMSE on train data: 1213.89211967382412
RMEE cn Test data: I3&5.48533S3880TE

Feature selection using RFE
First we decide optimal number of features rather than arbitrarily specifying count of features
to be used in model in the RFE function.
From the graphs as shown in Figure 7 we find:
— R square for test data peaks at 13 features and at this point model generalizes well as
train R2 is v close to test. Train R2 keeps on increasing beyond 13 features but R2
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keeps increasing as you add more features to train data. We have selected the number
of features where model accuracy and generalization both are at satisfactory level.

— RMSE for test data is lowest at 13 features and beyond that it increases. Train RMSE
at 13 also looks good, adding more features to train decreases RMSE but again there
is always a tradeoff between removing features (aka reducing complexity) and model
performance. So, we will go with 13 features (Figure 8).

Figure7 — Features count
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3.5  Linear Regression

To detect linearity lets inspect plots of observed vs. predicted values or residuals vs. predicted
values. The desired outcome is that points are symmetrically distributed around a diagonal line
in the former plot & around horizontal line in the latter one.

From the graphs shown in Figure 9:

1. Obs vs predicted shows that most of the values are closer to the diagonal line,
however some are not which is a problem.

2. Resi vs pred graph does not give a conclusive evidence that residuals are evenly
scattered around the zero line as Resi values increase with increase in predicted
values, so assumption of linearity can't be confirmed.

3. There seems to be presence of outliers, which might be giving a non-conclusive
enough Resi vs Predicted graph. Some points have very high residual values; a point
(~ -3000, ~ 8000) shows one value is predicted negatively by the model. There are
many other prominent high residual points which could be influential outliers.
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Figure 8 — Model Building with optimal features

---------------------- I L U o
R-sq for test data is ©.9206167424476529
R-sq for train data is ©.9172871967113265
---------------------- STANDARD ERROA/RMSE--c-cccmccccccccccccccccccccccccccccccacan
RMSE for test data is 2455.655255247883
RMSE for train data is 2237.4263820988704
OLS Regression Results

Dep. variable: price R-squared: e.917
Model: OLS Adj. R-squared: e.910
Method: Least Squares F-statistic: 120.1
Date: Sat, 23 May 2020 Prob (F-statistic): 3.47e-64
Time: 12:25:32  Log-Likelihcod: -1385.2
No. Observations: 143 AIC: 2638.
Df Residuals: 139 BIC: 2676.
Df Model: 12
Covariance Type: nenrobust

coef std err t P>|t] [e.e25 9.975]
const 1.332e+84 2ee.77@ 66.366 e.e22 1.2%e+84 1.37e+24
carwidth 1622.7341 455.652 3.561 e.e2l 721.266 2524.222
curbweight 2029.8697 574,805 3.497 e.e21 872.688 3147.e52
enginesize 5314.2247 888.479 5.981 e.e22 3556.256 7€71.753
boreratio -1613.9636 427.438 -3.776 e.022  -2459.595 -768.332
stroke -945,7383 286.937 -3.296 e.e2l1 -1513.489 -378.e68
enginelocation_rear 1178.1547 369.229 3.191 2.ee2 447.679 1%@g.63
enginetype_rctor 714.2205 162.095 4,486 e.022 393.535 1234.926
cylindernumber_five 837.7928 283.402 2.956 2.e22 277.116 1398.47@
cylindernumber_four 1847.8367 526,484 1.989 e.e28 5.421 2888.642
cylindernumber_twelve -629.3369 261.164 -2.418 e.el7 -1146.018 -112.8655
cylindernumber_two 714.2205 162.895 4,486 e.022 393.535 1234.926
car_company_bmw 1729.5@95 211.128 8.192 e.022 1311.81° 2147.2e@
car_company_porsche  1011.8676 289,741 3,490 e.801 4327.850  1584.286
omnibus: 30.332 Durbin-watsen: 2.022
Prob(Omnibus): 9.200 Jarque-Bera (JB): 61.739
Skew: 9.922 Prob(JdB): 3.92e-12
Kurtosis: 5.638 Cond. Neo. 2.56e+16
warnings:

[1] standard Errors assume that the covariance matrix of the errors is correctly specified.
[2] The smallest eigenvalue is 8.86e-31. This might indicate that there are
strong multicollinearity problems or that the design matrix is singular.

Observations from above numbers:

1. R-sgaure for both test & train looks good
2. RMSE for both is closer (test is little «< train which is fine and shows that model generalizes well)

Figure 9 — Comparation of Observed and Predicted Values

Observed vs. Predicled Values

Residuals vs. Predicted Values

sEEBEELY
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Figure 10 indicates the Actual vs Predictions price. Blue label indicates the actual price of
the cars and red label indicates the predicted values of the cars.

Figure 10 — Relation of Actuals and Predictions

Price: Actuals vs Predictions

= frtuals
= Predictions

4. Conclusions

According to the aim and methodology of this research may apply other countries with using
the same statistical analysis. The precise structure explains and indicates poses if the variables
where the price fluctuated over the cars with subject to the results and according to the
understanding the features and data observations on target variable Price, the estimation
illustrates information about, the goal variable price has an optimistic bias because most
vehicles are low cost. Over 50 percent of the vehicles are priced at 10,000 and approximately
35 % are priced between 10,000 and 20,000. So, in the US industry about 85 per cent of cars
are priced between 5,000 and 20,000.

On the basis of the above findings and graph on the right side there are 2 distributions: one
for cars priced between 5,000 and 25,000 and another for high priced cars, at 25,000 and
beyond. In the data exploration we have started to perform the liner regression. So, in detail,
some var's seem to have a linear price relation: carwidth, curbweight, enginesize, horsepower,
boreration, and citympg and certain factors either have no price relation or are not good
association. Neither of these variables appear to have a polynomial relation to size. In the
segment Validation of linear regression assumptions, we have tested for the linearity
assumption. In the correlation heatmap, price is highly correlated with enginesize, curbweight,
horsepower, carwidth and negatively correlated with mpg var's citympg and highwaympg, so,
this means that high-mileage cars can fall into the 'economy' car category or, in other words,
mean that low-priced cars often have high mpgs.

In the examination plots of observed versus forecast values or residuals versus projected
values, the intended consequence is that the points are symmetrically arranged in the former
plot along a diagonal line and in the latter along a horizontal line. According to the Residuals
vs Predicted table, many points have very high residual values, indicating that the model
negatively forecasts one value. There are also other elevated residual points that may
theoretically be powerful outliers.
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