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1. Introduction 

Three aspects of the evaluation of an 
argument are whether its premises are true 
or acceptable; whether it begs the question; 
and whether, apart from begging the ques­
tion, its premises are properly related to its 
conclusion. This paper deals only with the 
last of these aspects. Its purpose is to ascer­
tain under what conditions an argument's 
premises are related as they should be to 
its conclusion. When in the sequel I speak 
of an argument's being good or bad, or of 
evaluating it, I shall always intend, even if 
I omit, the qualification 'with respect to the 
relation between its premises and con­
clusion'. I shall exclude from consideration 
the following questions: whether argument 
forms, as well as arguments, can be valid; 
whether an argument that is valid is so only 
because of its form; and under what condi­
tions one argument is better or worse than 
another. 

In my discussion I shall assume the 
following: where 'p' and 'q' stand for prop­
ositions, 'p' is either relevant or irrelevant 
to 'q', in what might be called the 'probative 
sense'. For example, 'Most papers are too 
long' is relevant to 'This paper is too long', 
whereas 'At least one cat has kittens' is not. 
If 'p' is relevant to 'q', then it is so either 
favorably or unfavorably. For example, 
'Most papers are too long' is favorably, 
whereas 'Few papers are too long' is un­
favorably, relevant to 'This paper is too 
long'. If 'p' is favorably or unfavorably 
relevant to 'q', then it is so either con­
clusively or inconclusively. For instance, 
'All papers are too long' is conclusively 
favorably relevant to 'This paper is too 

long', because the first of these propositions 
entails the second; whereas 'Most papers 
are too long' is only inconclusively 
favorably relevant to 'This paper is too 
long', since the first of these propositions 
makes the second only probable. And final­
ly, irrelevance as well as any degree of 
favorable or unfavorable relevance may be 
actual, attributed, or both. For example, in 

Text I: The fact that most papers are too 
long makes it certain that this paper 
is too long. 

conclusive favorable relevance to the con­
clusion, 'This paper is too long', is attrib­
uted, but does not actually belong, to the 
premise, 'Most papers are too long'. But in 

Text 2: The fact that most papers are too 
long makes it probable that this 
paper is too long. 

inconclusive favorable relevance to the con­
clusion is attributed, and actually belongs, 
to the premise. 

By 'argument' I understand the smallest 
unit of reasoning, consisting of at least one 
premise and exactly one conclusion. Just as 
a family consists not merely of people but 
of people related to each other in a certain 
way, so too an argument consists not merely 
of propositions but of propositions related 
in a certain way. In an argument, to some 
propositions (namely, the premises) is 
attributed2 favorable relevance to another 
(the conclusion). 3 Such favorable relevance 
may be conclusive or incoflclusive; if the 
latter, it admits of degrees.4 Just as the same 
premise or conclusion may be expressed 
differently by different texts or sometimes 
left unexpressed, so too may the same 
degree of attributed favorable relevance. 



2 George Bowles 

For instance, Text 3 and Text 4 

Text 3: The fact that all papers are too long 
makes it certain that this paper is too 
long.s 

Text 4: The fact that all papers are too long 
implies that this paper is too long. 

both express the same degree of attributed 
favorable relevance, whereas Text 5 

Text 5: This paper is too long. All papers are. 

leaves it unexpressed. 
One argument is differentiated from 

another by at least these three things: 
premises, conclusions, or degrees of at­
tributed favorable relevance. For instance, 
the arguments expressed in Text 1 and 3 are 
different arguments because they contain 
different premises. The arguments expressed 
in Texts 1 and 6 

Text 6: The fact that most papers are too long 
makes it certain that something is too long. 

are different because they contain different 
conclusions. And the arguments expressed 
in Texts 3 and 7 

Text 7: The fact that all papers are too long 
makes it probable that this paper is 
too long. 

are different because different degrees of 
favorable relevance to their conclusions are 
attributed to their premises. 

I shall assume both that a text of the 
form 'The fact that x makes it probable that 
y' says that 'y' is probable relative to 'x', 
not that 'x' entails that 'y' is probable; and 
that a text of the form 'The fact that x makes 
it certain that y' says that 'y' is certain 
relative to 'x', not that 'x' entails that 'y' 
is certain. 6 Texts of these forms express 
arguments whose premise is 'x' and whose 
conclusion is 'y'. 

II. Under what conditions is 
an argument good or bad? 

Under exactly what conditions is an 
argument good, and under what conditions 
is it bad? I shall examine six theories that 

have been given as answers to this question. 
The first four all say that an argument's 
value is determined only by the actual, not 
even in part by the attributed, degree of 
favorable relevance of its premises to its 
conclusion. The last two say that an argu­
ment's value is determined partly by the ac­
tual, and partly by the attributed, degree of 
favorable relevance. 

One of the means I shall employ to 
evaluate these theories is to appeal to our 
(presumably) shared intuitions that in some 
clear cases, of two arguments (e.g., those 
expressed in Texts 1 and 2), one is good 
and the other bad. 

A. First theory 

According to the first theory, an argu­
ment is good (valid) if its premises are con­
clusively favorably relevant to its conchl­
sion; otherwise, it is bad (invalid).7 So, for 
instance, the argument expressed in Text 
3 would be good (valid), since its premise 
is conclusively favorably relevant to its con­
clusion; whereas the argument expressed in 

Text 8: The fact that at least one cat has 
kittens makes it certain that this 
paper is too long. 8 

would be bad (invalid), since its premise 
is not conclusively favorably relevant to its 
conclusion. 

This first theory has the virtue of 
simplicity. But it is subject to the follow­
ing objection. 

Objection. Ifthis theory were true, then 
the arguments expressed in Texts 1 and 29 

would both be bad (invalid), because their 
premises are not conclusively favorably 
relevant to their conclusions. 10 But it seems 
that this would be incorrect, because one 
of the arguments is bad and the other good. 
Similarly, according to this theory the 
arguments expressed in Text 2 and 

Text 9: The fact that most papers are too 
long makes the probability 0.9 that 
this paper is too long. 



would both be bad, although it seems that 
in fact one is good. Likewise, this theory 
would not permit us correctly to distinguish 
the good from the bad arguments express­
ed in Text 2 and 

Text 10: The fact that at least one cat has 
kittens makes it probable that this 
paper is too long. 

Moreover, if this theory were true, the 
arguments expressed in 

Text 11: The fact that 99% of all papers are 
too long makes it certain that this 
paper is too long. 

and 

Text 12: The fact that 99% of all papers are 
too long makes it probable that 
this paper is too long. 11 

would both be bad (invalid), because its 
premise is not conclusively favorably rele­
vant to its conclusion. But intuitively it 
seems that one of these arguments is good, 
while the other is bad. Similarly, this theory 
would prevent us from properly 
distinguishing the good from the bad in the 
arguments expressed in Text 12 and 

Text 13: The fact that 99% of all papers are 
too long makes the probability 
0.999 that this paper is too long. 

B. Second theory 

The second theory drops the first's 
presupposition that the premises of all 
arguments ought to be conclusively 
favorably relevant to their conclusions and 
admits that the premises of some arguments 
are properly related to their conclusions 
even though they are only inconclusively 
favorably relevant to them. According to 
the second theory, an argument is valid if 
its premises are conclusively favorably rele­
vant to its conclusion, and invalid other­
wise. But it is strong (correct, reliable, etc.) 
if its premises are inconclusively favorably 
relevant to its conclusion, and weak (incor­
rect, unreliable, etc.) if its premises are 
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irrelevant or unfavorably relevant to its con­
clusion. This means that all strong or weak 
arguments are invalid. 12 

For example, the argument expressed in 
Text 3 would be valid, since its premise is 
conclusively favorably relevant to its con­
clusion; whereas the argument expressed in 
Text 2 would be invalid but strong, since 
its premise is not conclusively but only in­
conclusively favorably relevant to its con­
clusion; and the argument expressed in Text 
10 would be invalid and weak, because its 
premise is neither conclusively nor in­
conclusively favorably relevant to its 
conclusion. 

This theory is an advance over the first, 
but it too is subject to some objections. 

Objection 1. As a theory of the evalua­
tion of arguments, Theory 2 must provide 
an answer to the question 'Under what con­
ditions is an argument good, and under what 
conditions is it bad?' Because Theory 2 has 
not just one but two pairs of evaluative con­
cepts intended to correspond to 'good' and 
'bad' (namely, 'valid' and 'invalid', 'strong' 
and 'weak'), when it attempts to answer this 
question, it offers not just one but two 
answers. The first answer is that an argu­
ment is good (valid) if its premises are con­
clusively favorably relevant to its conclu­
sion and bad (invalid) otherwise. The 
second is that an argument is good (strong) 
if its premises are inconclusively favorably 
relevant to its conclusion and bad (weak) 
otherwise. If at all pertinent to the question 
'Under what conditions is an argument 
good, and under what conditions is it bad?' , 
these two answers are mutually inconsis­
tent. For an argument whose premises were 
conclusively favorably relevant to its con­
clusion would be good according to the first 
answer but bad according to the second, and 
an argument whose premises were in­
conclusively favorably relevant to its con­
clusion would be good according to the se­
cond answer but bad according to the first. 
If we simply conjoined these two answers, 
Theory 2 would say that an argument is 
good if and only if its premises are both 
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conclusively and inconclusively favorably 
relevant to its conclusion; and this would 
be internally inconsistent. 

We might try to save Theory 2 from this 
contradiction by suggesting that it means 
either of the following two things: first, that 
every argument is good if and only if its 
premises are either conclusively or in­
conclusively favorably relevant to its 
conclusion-i.e., its premises are favorably 
relevant to its conclusion (Theory 4 will say 
this); or, second, that some arguments are 
good if and only if their premises are con­
clusively favorably relevant to their conclu­
sions, whereas other arguments are good 
if and only if their premises are in­
conclusively favorably relevant to their con­
clusions (Theory 5 will say this). 

But neither of these things that Theory 2 
might mean to escape internal inconsistency 
would be consistent with Theory 2 itself. 
The first would not, because it would re­
quire that Theory 2 (like Theory 4) employ 
a pair of evaluative concepts, one of which 
would be applicable to an argument when 
and only when its premises are favorably 
relevant to its conclusion, and the other of 
which would be applicable when and only 
when its premises are not favorably rele­
vant to its conclusion. But Theory 2 has no 
such pair of evaluative concepts. Neither 
the pair 'valid' and 'invalid' nor the pair 
'strong' and 'weak' -which are the only 
pairs of evaluative concepts that Theory 2 
employs-fits this description. Nor would 
the second thing that Theory 2 might mean 
be consistent with the theory itself, because 
it would require that only those arguments 
whose premises ought to be conclusively 
favorably relevant to their conclusions be 
evaluated as valid or invalid, and that only 
those arguments whose premises ought to 
be inconclusively favorably relevant to their 
conclusions be evaluated as strong or weak 
(Theory 5 says this). But Theory 2 evaluates 
some arguments as both invalid and strong 
or as both invalid and weak. Moreover, 
Theory 2 provides no means of ascertain­
ing which arguments' premises ought to be 

conclusively, and which inconclusively, 
favorably relevant to their conclusions. 13 

Since, then, Theory 2 could avoid in­
ternal inconsistency only by meaning either 
of two things, each of which would be in­
consistent with the theory itself, we may 
conclude that Theory 2 is self-contradictory. 

Objection 2. If this theory were true, 
there would be no difference in value be­
tween the arguments expressed in Texts I 
and 2, since in each the premise is in­
conclusively favorably relevant to the con­
clusion, so that each argument would be 
strong. And since the premises in the two 
arguments are the same, and the conclusions 
are also the same, neither argument could 
be stronger than the other. The same would 
be true of the arguments expressed in Texts 
2 and 9, in Texts 11 and 12, and in Texts 
12 and 13. But intuitively it seems that in 
each of these contrasting pairs of arguments, 
one argument is good and the other bad. 

So much for the objections to Theory 2. 
There is a variant of Theory 2, differing 
from it only in the addition of the adverb 
'deductively' before 'valid' and 'invalid' 
and of the adverb 'inductively' before 
'strong' and 'weak' .14 This variant is not 
an improvement over the original, since it 
is subject not only to the same two objec­
tions as the original (allowing for the in­
sertion of 'deductively' or 'inductively' 
wherever appropriate), but also to the 
following new objection. 

Objection 3. What do the adverbs 
'deductively' and 'inductively' mean? They 
would seem to mean 'in the manner of a 
deduction' and 'in the manner of an induc­
tion'. But what, according to this theory, 
is a deduction, and what is an induction? 
This question is interesting for two reasons. 
First, to be consistent in its exclusion of 
questions of attributed favorable relevance, 
the theory would probably define 'deduc­
tion' and 'induction' only in terms of ac­
tual favorable relevance. But if it did so, 
those definitions would probably duplicate 
those of 'deductively valid argument' and 
'inductively strong argument', thereby 



rendering the nouns 'deduction' and 'induc­
tion' powerless to explain the meanings of 
the adverbs 'deductively' and 'inductively'. 
And second, some theorists who advance 
this variant at the same time reject any 
distinction between deductive and inductive 
arguments. 15 

C. The third theory 

The third theory discards the second's 
extra pair of evaluative concepts, saying that 
an argument is good (cogent) if (i) its 
premises are favorably relevant to its con­
clusion, and (ii) its premises provide suffi­
cient support for the conclusion. If either 
or both of these conditions fail, the argu­
ment is bad (not cogent, fallacious). As I 
understand it, this theory says that an argu­
ment's premises provide sufficient support 
for the conclusion either when they are con­
clusively favorably relevant to it or when 
they are sufficiently favorably relevant to 
the conclusion to make it reasonable to ac­
cept it, other things being equal. 16 

For example, the arguments expressed 
in Text 3 and 

Text 14: The fact that almost all papers are 
too long makes it almost certain that this 
paper is too long. 

would be good (cogent), since their 
premises are favorably relevant to, and pro­
vide sufficient support for, their conclu­
sions. But the argument in Text 10 would 
be bad (not cogent, fallacious), since its 
premise is not favorably relevant to its con­
clusion. Similarly, the argument in Text 2 
would be bad (not cogent, fallacious), since 
although its premise is favorably relevant 
to its conclusion, it does not provide suffi­
cient support for (i.e., other things being 
equal, it does not make it reasonable to ac­
cept) its conclusion. 

This theory is subject to the following 
objections. 

Objection 1. This theory is inapplicable 
in some cases because it does not specify 
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just how favorably relevant premises must 
be to a conclusion in order to make it 
reasonable to accept the conclusion. 
Because it says that an argument's premises 
may be favorably relevant to, without also 
providing sufficient support for, its conclu­
sion, the theory implies that, say, the 
premise '51 % of all papers are known to 
be too long' does not make it reasonable to 
accept the conclusion 'This paper is too 
long', since it is only minimally favorably 
relevant to the conclusion. But what about 
the premises '60% of all papers are known 
to be too long', '70% of all papers are 
known to be too long' , or '80 % of all papers 
are known to be too long', which are in­
creasingly favorably relevant to the same 
conclusion: which-if any-of them makes 
it reasonable to accept the conclusion, other 
things being equal,?17 Unless the theory 
specifies the least degree of favorable 
relevance sufficient to make it reasonable 
to accept the conclusion, we cannot use it 
to evaluate arguments with such premises 
and conclusions as the above. 

Naturally, the theory would have not 
only to specify such a degree of favorable 
relevance but also to justify that specifica­
tion. It would have to explain why one 
degree of favorable relevance rather than 
a lower is the least that makes it reasonable 
to accept the conclusion, other things be­
ing equal. 

Objection 2. The theory's requirement 
that the premises provide sufficient support 
for the conclusion renders redundant its 
other requirement, that the premises be 
favorably relevant to the conclusion. For 
whenever the sufficiency requirement is 
satisfied, so is the relevance requirement. 18 

For the purposes of Theory 3, the satisfac­
tion of the sufficiency requirement is both 
necessary and sufficient for the argument's 
premises to be related as they should be to 
its conclusion. 

Objection 3. If this theory were true, the 
arguments expressed in Texts 1 and 2, in 
Texts 2 and 9, and in Texts 2 and 10 would 
all be bad, because in none does the premise 
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provide sufficient support for the conclu­
sion. Moreover, if Theory 3 were true, the 
arguments expressed in Texts II and 12 and 
in Texts 12 and 13 would all be good, since 
in each the premise is sufficiently favorably 
relevant to make its conclusion reasonable 
to accept, other things being equal. But in­
tuitively it seems that in all of these con­
trasting pairs of arguments, one argument 
is good, while the other is bad. 

D. The fourth theory 

The fourth theory further liberalizes the 
conditions under which an argument can be 
good. It says that an argument is good 
(valid) if its premises are favorably relevant 
to its conclusion; otherwise, it is bad 
(invalid). 19 

For example, the arguments expressed 
in Texts 2 and 3 would be good (valid), 
since their premises are favorably relevant 
to their conclusions. But the argument ex­
pressed in Text 10 would be bad (invalid), 
since its premise is not favorably relevant 
to its conclusion. 

This theory is worthy as a final attempt 
to adhere exclusively to actual favorable 
relevance in distinguishing good from bad 
arguments. It is in part correct, since no 
argument can be good unless its premises 
are at least favorably relevant to its conclu­
sion. But it errs in making such favorable 
relevance not only a necessary, but also 
a sufficient, condition for the goodness of 
an argument, as the following objection 
shows. 

Objection. If this theory were true, the 
arguments expressed in Texts I and 2 would 
both be good, neither involving a logical 
error; for in each the premise is favorably 
relevant to the conclusion. The same would 
be true of the arguments expressed in 
Texts I and 3, in Texts 2 and 9, in Texts 
II and 12, and in Texts 12 and 13. But 
intuitively, it seems that one argument in 
each of these pairs is good, while the other 
is bad. 

E. The fifth theory 

With the failure of four theories that 
evaluate arguments solely in terms of the 
actual favorable relevance of premises to 
conclusion, it is time to consider some 
theories that include attributed favorable 
relevance. The fifth and sixth are such 
theories. The fifth first divides all arguments 
into deductive and inductive and then uses 
one criterion to evaluate deductive ar­
guments and another to evaluate inductive 
ones. The sixth, by contrast, evaluates all 
arguments, whether deductive or inductive, 
by a single criterion. 

The fifth theory employs the following 
distinction, in terms of attributed favorable 
relevance, between deductive and inductive 
arguments: an argument is deductive if con­
clusive favorable relevance to its conclu­
sion is attributed to its premises, and it is 
inductive (or nondeductive) if inconclusive 
favorable relevance to its conclusion is 
attributed to its premises. 20 It is assumed 
that no argument is both deductive and in­
ductive and that every argument is one or 
the other. 

According to this theory, an argument 
is valid if (i) it is deductive and (ii) its 
premises are conclusively favorably rele­
vant to its conclusion; an argument is in­
valid if (i) it is deductive and (ii) its premises 
are not conclusively favorably relevant to 
its conclusion; an argument is strong (cor­
rect, reliable) if (i) it is inductive and (ii) 
its premises are favorably relevant to its 
conclusion; and an argument is weak (in­
correct, unreliable) if (i) it is inductive and 
Oi) its premises are not favorably relevant 
to its conclusion. 21 There is thus one kind 
of goodness and badness (namely, validity 
and invalidity) that belongs to deductive 
arguments and another kind of goodness and 
badness (namely, strength and weakness, 
correctness and incorrectness, etc.) that 
belongs to inductive arguments. 22 

For instance, the argument expressed in 
Text 3 would be valid, because it is deduc­
tive, and its premise is conclusively 



favorably relevant to its conclusion. But the 
argument expressed in Text 1 would be in­
valid, because it is deductive, and its 
premise is not conclusively favorably rele­
vant to its conclusion. 

Similarly, the argument expressed in 
Text 2 would be strong, because it is in­
ductive, and its premise is favorably rele­
vant to its conclusion. But the argument ex­
pressed in Text 10 would be weak, since 
although it is inductive, its premise is not 
favorably relevant to its conclusion. 

This theory avoids many of the problems 
of its predecessors; but it is subject to the 
following five objections, only the first three 
of which can be answered. 

Objection 1. Contrary to this theory's 
presupposition, the logical evaluation of an 
argument does not involve a comparison 
between features that the argument ought 
to have and features that it actually has. It 
involves, rather, ascertaining whether 
certain logical relations really hold between 
the argument's premises and its conclusion. 
So, for instance, to say that an argument 
is valid is not to say that it is good, actually 
possessing features that it ought to possess, 
but only that its premises entail its conclu­
sion; and to say that an argument is invalid 
is not to say that it is bad, not actually 
possessing features that it ought to possess, 
but only that its premises do not entail its 
conclusion. 23 

Consequently, the logical evaluation of 
an argument is independent of all features 
that belong to the argument's context rather 
than to the argument itself. One such feature 
is the (degree of) attributed favorable 
relevance of its premises to its conclusion. 
So, the logical evaluation of an argument 
is independent of the (degree of) attributed 
favorable relevance of its premises to its 
conclusion. Such favorable relevance may 
tell us something about the arguer's state 
of mind, and it may therefore pertain to the 
evaluation of the arguer; but it has nothing 
to do with the evaluation of his argument. 24 

Reply. The logical evaluation of an 
argument with respect to the relation be-
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tween its premises and conclusion is not 
purely descriptive, as the objection claims, 
but consists in judging the argument's 
worth. The meanings of the terms of logical 
evaluation, such as 'valid' and 'invalid', in­
clude the notions of 'good' or 'bad'. For 
it would be self-contradictory logically to 
evaluate an argument as valid (strong, 
cogent, etc.) and yet to say that the same 
argument is in no way good; and it would 
be self-contradictory logically to evaluate 
an argument as invalid (weak, fallacious, 
etc.) and yet to say that the same argument 
is in no way bad. Consequently, since the 
logical evaluation of an argument consists 
in judging whether it is valid (strong, 
cogent, etc.) or invalid (weak, fallacious, 
etc.), that evaluation involves at leastjudg­
ing whether the argument is in some way 
good or bad. And to judge this is to judge 
whether it actually has the features that it 
ought to have. So, whether or not it has any 
bearing on the evaluation of the arguer, such 
a contextual feature as the attributed (degree 
of) favorable relevance of the premises to 
the conclusion may have a bearing on an 
argument's evaluation. 

Objection 2. Ascertaining what degree 
of favorable relevance to a conclusion is at­
tributed to premises is alien to logic, which 
is concerned only with the degree of 
favorable relevance that actually obtains be­
tween premises and conclusion. Hence, 
logic cannot properly accomodate any con­
cepts that include reference to attributed 
favorable relevance. And so, in logic neither 
'deductive', 'inductive', 'valid', 'invalid', 
'strong', nor 'weak' is defined even partly 
in terms of attributed favorable relevance. 25 

Reply. Although the claim that logic is 
not concerned with attributed favorable 
relevance might be true of formal logic, it 
is not true of logic in general. For one of 
the things that logic does is to describe how, 
through illatives like 'therefore' and 
'because', we indicate our own, or detect 
others', arguments; and illatives are expres­
sions of attributed favorable relevance. If 
logic can be properly concerned with 
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attributed favorable relevance in order to 
indicate or detect arguments, it can also 
properly be concerned with attributed 
favorable relevance in order to ascertain 
whether arguments are deductive or induc­
tive, valid or invalid, strong or weak. 

Objection 3. Sometimes arguers claim 
that their premises are favorably relevant 
to their conclusion without explicitly at­
tributing one degree rather than another of 
favorable relevance. 26 Under this theory's 
definitions of deductive and inductive 
arguments, their arguments would be 
neither deductive nor inductive. 27 Conse­
quently, under the provisions of this theory, 
these arguments, whether good or bad, 
would be neither valid, invalid, strong, nor 
weak. 

Reply 1. The objection presupposes that 
an arguer who attributes to his premise 
some degree, or range of degrees, of 
favorable relevance to his conclusion always 
does so explicitly-e.g., by means of ex­
pressions like 'proves', 'suggests', 'certain­
ly', or ·probably'. But this presupposition 
is false: an arguer may not make explicit 
all that he thinks concerning the relation be­
tween his premise and his conclusion: he 
may attribute to his premise some degree, 
or range of degrees, of favorable relevance 
to his conclusion without communicating 
that attribution to others. Therefore, con­
trary to the objection, even if an arguer does 
not explicitly claim that his premises are to 
some degree, or range of degrees, favorably 
relevant to his conclusion, it does not follow 
that, on Theory 5, his argument is neither 
deductive nor inductive. 

Nor does it follow that, on Theory 5, 
we can have no justified beHef about the 
content of the arguer's tacit attribution. For 
we may have pertinent know ledge about his 
reasoning habits, about the reasoning habits 
of a class of reasoners to which he belongs, 
or about the reasoning habits of people 
generally. Consequently, even though an 
arguer says nothing about the degree, or 
range of degrees, of favorable relevance of 
his premise to his conclusion, Theory 5 can 

still assert that we can have good reasons 
for thinking his argument deductive or 
inductive. 

Reply 2. To avoid the difficulty raised 
by the objection, the theory's definition of 
'inductive argument' might be revised to 
this: "[A] n argument is inductive if and only 
if it is not deductive" . 28 Thus the theory's 
distinction between deductive and inductive 
arguments would be exhaustive, and so 
every argument would be either valid, in­
valid, strong, or weak. 

The same reply could answer the follow­
ing additional objection to the theory's 
distinction between deductive and inductive 
arguments. The objection is this: The argu­
ment expressed in 

Text 15: The fact that all papers are too 
long makes it at least probable that 
this paper is too long. 

poses a problem for this theory: is it deduc­
tive or inductive? According to this theory, 
the distinction between deductive and in­
ductive arguments is to be made solely on 
the basis of the premises' attributed degree 
of favorable relevance to the conclusion. 
This argument does not seem to be deduc­
tive, because to say that a premise makes 
a conclusion "at least probable" is to make 
a weaker claim than that it is conclusively 
favorably relevant to the conclusion. Nor 
does it seem to be inductive, because to say 
that a premise makes a conclusion' 'at least 
probable" is to make a weaker claim than 
that its premise is inconclusively favorably 
relevant to its conclusion. 

The reply to this objection is that under 
the revised definition of 'inductive argu­
ment', the argument would be inductive, 
since it is not deductive. 

Objection 4. How, according to this 
theory, should an argument's premises be 
related to its conclusion? Since this theory 
says that an argument's premises are prop­
erly related to its conclusion either when 
the argument is both deductive and valid or 
when it is both inductive and strong, it 
seems that, given its definitions, it assumes 
both that the premises of deductive 



arguments ought to be conclusively 
favorably relevant to their conclusions, and 
that the premises of inductive arguments 
ought to be favorably relevant to their con­
clusions. The theory does not explain why 
these assumptions should be true, but it is 
not difficult to surmise their common ex­
planation: the premises of any argument 
ought to be so related to its conclusion that 
the actual degree offavorable relevance of 
the premises to the conclusion agrees with 
the attributed: the degree of favorable 
relevance attributed to the premises deter­
mines the degree of favorable relevance that 
must actually belong to the premises in 
order for the argument to be good. 

If this is its underlying principle, then 
the theory should contain only one pair of 
evaluative concepts, applicable to any argu­
ment, whether deductive or inductive. For if 
an argument's premises ought to be so related 
to its conclusion that the actual degree of 
favorable relevance of the premises to the 
conclusion agrees with the attributed, then 
any argument, whether deductive or induc­
tive, is good when there is such agreement 
and bad when there is not. There is no reason 
to dedicate one pair of evaluative terms to 
deductive and a second to inductive 
arguments when the principle of evaluation 
is the same for both. In fact, doing so at 
best obscures, and at worst seems to deny, 
that identity. Therefore, the theory should 
contain only one pair of evaluative concepts. 

Objection 5. According to this theory, 
the arguments expressed in Texts 2 and 9 
would both be good (strong), because both 
are inductive, and in both the premise is 
favorably relevant to its conclusion. The same 
would be true of the arguments expressed 
in Texts 12 and 13. But intuitively this seems 
wrong: one of the arguments in these two 
contrasting pairs is good and the other bad. 29 

F. The sixth theory 

Theory 6 not only dispenses with 
Theory 5's unnecessary second pair of 
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evaluative concepts but also uses the con­
cept of attributed favorable relevance not, 
as Theory 5 does, merely to separate those 
arguments that can be evaluated as valid or 
invalid from those that can be evaluated as 
strong or weak, but actually to evaluate 
arguments. This theory says that an argu­
ment is good (valid) if the attributed and ac­
tual degrees of favorable relevance of its 
premises to its conclusion agree, and bad 
(invalid) otherwise. 30 The attributed and ac­
tual degrees of favorable relevance of 
premises to a conclusion agree if the actual 
degree either coincides with, or else falls 
entirely within the limits of, the attributed. 31 

For instance, the argument expressed in 
Text 3 would be good (valid), because the 
actual and attributed degree of favorable 
relevance of the premise to the conclusion 
agree; for conclusive favorable relevance 
to its conclusion not only is attributed, but 
actually belongs, to its premise. But the 
argument expressed in Text 1 would be bad 
(invalid), because the actual and attributed 
degrees of favorable relevance do not agree: 
although conclusive favorable relevance to 
the conclusion is attributed, it does not ac­
tually belong, to the premise. 

Similarly, the argument expressed in Text 
2 would be good (valid), because the same 
range of degrees of favorable relevance to the 
conclusion that is attributed to the premise 
actually belongs to it. But the argument ex­
pressed in Text 10 would be bad (invalid), 
since the premise does not actually possess 
the range of degrees of favorable relevance 
attributed to it: although inconclusive favor­
able relevance to the conclusion is attributed, 
it does not actually belong, to the premise. 

In favor of Theory 6 is the considera­
tion that goodness (validity), as defined by 
this theory, is one of the things that may 
be taken into account when supplying 
premises that arguers have left unexpressed. 32 

For instance, consider 

Text 16: The fact that "Evaluating Argu­
ments: The Premise-Conclusion 
Relation" is a paper makes it cer­
tain that it is too long. 
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Text 17: The fact that "Evaluating 
Arguments: The Premise­
Conclusion Relation" is a paper 
makes it probable that it is too long. 

Text 18: The fact that "Evaluating Argu­
ments: The Premise-Conclusion 
Relation" is a paper makes the 
probability 0.9 that it is too long. 

Supposing that each of these texts expresses 
an argument whose explicit premise is 
'''Evaluating Arguments: The Premise­
Conclusion Relation" is a paper' and whose 
conclusion is 'It is too long'; supposing that 
the arguer in each case has left one of his 
premises unexpressed; and supposing that, 
other things being equal, we should sup­
ply the weakest premise that will make the 
argument good, the problem is to find the 
right premise in each of these three cases. 
Theory 1 would add 'All papers are too 
long' to all three arguments, since that is 
the weakest premise that would make them 
all good (valid) in its sense. But that seems 
wrong in Texts 17 and 18, because 'All 
papers are too long' is not the weakest 
premise that would make these arguments 
good. Theory 2 would provide no guidance, 
since it has no way to ascertain which argu­
ment should be valid and which strong, or 
hence what premise should be added to any 
of the arguments. Theory 3 would incor­
rectly add' A very large majority of papers 
are too long' to all the arguments, since that 
is the weakest premise that would clearly 
enable the premises both to be favorably 
relevant to, and to provide sufficient sup­
port for, their conclusions. Theory 4 would 
add '(At least) most papers are too long' 
to all three arguments, since that is the 
weakest premise that would make their 
premises favorably relevant to their conclu­
sions and hence that would render them all 
good (valid) arguments in its sense. But that 
assignment seems wrong in TeXits 16 and 
18. Theory 5 would correctly' add 'All 
papers are too long' to the argument in Text 
16, because it is deductive, and the addi­
tion of that premise would make it valid. 
Similarly, it would correctly add 'Most 

papers are too long' to the argument in Text 
17, because that argument is inductive, and 
that is the weakest premise that would make 
it strong. But for the same reason it would 
add the same premise to the argument in 
Text 18; for that is the weakest premise that 
would make the argument strong (i.e., make 
the premises favorably relevant to the con­
c1usion)-even though doing so would not 
make the premises as favorably relevant to 
the conclusion as the arguer claimed. This 
last assignment seems wrong: it seems that 
the premise missing from the argument in 
Text 18 should be '90% of papers are too 
long'. And that is indeed what Theory 6 
says. Like Theory 5, it would add 'All 
papers are too long' to the argument in Text 
16 and 'Most papers are too long' to the 
argument in Text 17. But unlike Theory 5, 
it would add '90 % of papers are too long' 
to the argument in Text 18, because then 
the actual and attributed degrees of 
favorable relevance would agree. Theory 
6, then, is the only one of the theories con­
sidered here that correctly selects the 
weakest premise that would make the argu­
ment good. 33 

Theory 6 is subject to Objections 1, 2, 
and 3 raised against Theory 5. But since I 
have already answered those objections, I 
will not repeat them here. There is one new 
objection to consider. 

Objection. The theory confuses defects 
of an argument with defects of a proposi­
tion about the argument's constituents. For 
example, according to this theory, the argu­
ment expressed in Text I would be bad (in­
valid), because there is disagreement be­
tween the actual and attributed degrees of 
favorable relevance of its premise to its con­
clusion. But this disagreement means only 
that the proposition 'The fact that most 
papers are too long makes it certain that this 
paper is too long', which is about that argu­
ment's premise and conclusion, is false. The 
truth or falsity of this proposition is irrele­
vant to whether the argument is valid or 
invalid. 

Reply. With each argument is associated 



a proposition that says, at the minimum, that 
its premises are favorably relevant to its 
conclusion. 34 Sometimes, and perhaps 
always, this proposition is more detailed, 
saying, for example, either that the premises 
are conclusively favorably relevant to the 
conclusion or that they are to some degree 
inconclusively favorably relevant to it. So, 
the propositions 'Most papers are too long' 
and 'This paper is too long' constitute an 
argument, and one whose premise is the 
first of these propositions and whose con­
clusion is the second, only because 
favorable relevance to the second proposi­
tion is attributed to the first by some such 
associated proposition as 'The fact that most 
papers are too long makes it certain that this 
paper is too long'. 

The question is whether the truth or 
falsity of the proposition associated with the 
whole argument determines whether the 
argument is good or bad. Theory 6's answer 
is affirmative. There is something to be said 
for, and something to be said against, this 
answer. In its favor are the facts, first, that 
it permits Theory 6, alone of all the theories 
examined here, to justify our intuitive 
discrimination of the good from the bad 
arguments expressed in Texts 2 and 9 and 
in Texts 12 and 13; and, second, that only 
Theory 6 can correctly select the weakest 
premise that will make the arguments in 
Texts 16, 17, and 18 good. Against it is the 
fact that it also dictates that Theory 6 
discriminate a good from a bad argument 
in those expressed in Text 3 and 

Text 19: The fact that all papers are too 
long makes it only probable that 
this paper is too long. 

Although to some readers it will seem in­
tuitive that the argument expressed in Text 
3 is good while that expressed in Text 19 
is bad,35 to others it will seem equally in­
tuitive that these arguments are both good. 36 

Whether we accept or reject Theory 6 
depends in part on the comparative strengths 
of these favorable and unfavorable con­
siderations. Others may judge differently, 
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but to me it seems more obvious that there 
is a difference in value between the 
arguments expressed in Texts 2 and 9 and 
in Texts 12 and 13, and that Theory 6 
selects the right unexpressed premise in 
Texts 16, 17, and 18 than that there is no 
difference in value between those expressed 
in Texts 3 and 19. 

Consequently, on this point at least, I 
judge that there is more to be said for 
Theory 6 than against it. And since the 
preceding five theories have all proved faulty 
in one way or another, I conclude that, of 
the six theories examined here, Theory 6 is 
the best: whether an argument is good or 
bad depends entirely on whether the prop­
osition associated with that argument is true 
or false. 37 The associated proposition may 
accordingly be thought of as specifying the 
conditions under which the argument is good. 

So (to complete the reply to the objection), 
the argument expressed in Text 1, consisting 
of the premise 'Most papers are too long' 
and the conclusion 'This paper is too long' , 
is good if and only if the proposition 
associated with it-in this case, the proposi­
tion saying that the premise makes the con­
clusion certain-is true. Since that proposi­
tion is false, the argument is bad (invalid). 

III. Conclusion 

Of the six theories examined here, the 
best is the last. Unlike Theories 1 and 3, it 
can distinguish the good from the bad argu­
ments in Texts 2 and 10. Unlike Theory 4, 
it can distinguish the good from the bad in 
Texts 1 and 3. Unlike Theories 1 through 4, 
it can distinguish the good from the bad argu­
ments in Texts 1 and 2 and in Texts 11 and 
12. Unlike any of the other theories, it can 
distinguish the good from the bad in Texts 
2 and 9 and in Texts 12 and 13. And unlike 
any of the others, Theory 6 can accomodate 
all of our intuitive judgments about what 
would be the weakest unexpressed premise 
that would make the arguments in Texts 16, 
17, and 18 good. 
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Notes 

I I have benefited from the cntlclsms of J. 
Anthony Blair, Thomas E. Gilbert, David 
Hitchcock, the participants in the meeting of 
the Association for Infonnal Logic and Critical 
Thinking at the convention of the American 
Philosophical Association in Los Angeles on 
March 30,1990, and Infonnal Logic's referees. 

2 The agent of attribution is usually, but not 
necessarily always, a person. For clarification, 
see Bowles (1989:13). 

3 On this point, see Bowles (1989). 

4 For a probabilistic interpretation of such 
relevance, see Bowles (1990). 

5 Objection. It is necessary to distinguish an argu­
ment's premises' being conclusively favorably 
relevant to its conclusion from their making it 
certain. In the argument 'Quebec will separate 
from Canada, therefore Canada will not remain 
a single nation', for instance, the premise, 
'Quebec will separate from Canada', is con­
clusively favorably relevant to the conclusion, 
'Canada will not remain a single nation', and 
yet does not make it certain; for the premise 
is itself uncertain. 

Reply. (I) The relation employed in the 
paper's illustrative texts is not 'x makes it cer­
tain thaty' but 'The fact that x makes it certain 
thaty', and this difference undermines the ob­
jection. For even if, as the objection asserts, 
the uncertainty of 'x' were incompatible with 
'x makes it certain that y', it is not with 'The 
fact that x makes it certain that y': as long as 
'x' is claimed to be true (as when referred to 
as a fact), 'y' can, without inconsistency, be 
claimed to be certain relative to it, even if 'x' 
is itself uncertain. For instance, the uncertain­
ty of the premise 'There is carbon dioxide on 
Pluto' is compatible with 'The fact that there 
is carbon dioxide on Pluto makes it certain that 
there is at least one carbon compound on Pluto': 
as long as 'There is carbon dioxide on Pluto' 
is claimed to be true, 'There is at least one car­
bon compound on Pluto' can be claimed to be 
certain relative to it, even though the premise 
is itself uncertain. Similarly, the uncertainty of 
'Quebec will separate from Canada' is compati­
ble with 'The fact that Quebec will separate 
from Canada makes it certain that Canada will 
not remain a single nation'. 

(2) Even if the relation employed in the 
paper had been 'x makes it certain that y', it 

would still not be clear that the objection is cor­
rect. For it assumes that if 'x' makes 'y' cer­
tain, then 'x' is certain, because it can not make 
something else certain without being certain 
itself. This assumption is rendered doubtful by 
an argument whose premise is ' 1 = I, and 
Quebec will separate from Canada' and whose 
conclusion is '1 = 1'. Although the premise is 
uncertain (since it is a conjunction, one of 
whose conjuncts is uncertain), it seems to make 
the conclusion certain. 

6 Salmon (1963:61), Hempel (1965:58-59), 
Weatherford (1982:154), and especially 
Freeman (1983:3-8). 

7 Guttenplan and Tamny (1971 :7-8): 

The fact that a good argument cannot have 
true premises and a false conclusion can be 
used as a defining characteristic of such 
arguments. We may indeed now drop the 
vague term good argument and replace it 
with the precise term valid argument. An 
argument is said to be valid if it is impossi­
ble for its premises to be true and its con­
clusion false. Any argument in which it is 
possible to have true premises and a false 
conclusion is said to be invalid. 

Hocutt (1979: 138): 

What are the distinguishing marks of good 
arguments? . . . [Glood arguments have 
three virtues: (1) their premises imply their 
conclusions, (2) their premises are true, and 
(3) they carry conviction. Arguments that 
have the first virtue are valid . . . 

The first requirement of sound argumen­
tation is validity: the conclusion must follow 
from the premises; the premises must im­
ply the conclusion. This ... means that 
there must be no way that the conclusion 
could be false consistently with the 
premises' being true .... 

Here, as in all the texts except Texts 16-18, I 
assume that our attention is restricted to the ex­
plicit premise and conclusion. 

9 Objection. The plausibility of this and subse­
quent counterexamples derives from the 
question-begging form in which they are 
presented. For instance, the present counterex­
ample is in the form of a text that expresses an 
argument. That text contains the expression 
'The fact that ... makes it probable that', which 



reveals the degree of favorable relevance to the 
conclusion attributed to the premises. Present­
ing the argument expressed in a text including 
this expression presupposes that the attributed 
degree of favorable relevance has some bear­
ing on the argument's evaluation-which is the 
very question to be decided. But if instead the 
counterexample had been cast in the form of 
an analysis of the argument 

Premise. Most papers are too long. 
Conclusion. This paper is too long. 

it would have been free from that presupposition. 
Rep/y. The reverse of the objection's allega­

tion is true. Casting the counterexample in the 
form of a text permits, perhaps even invites, 
but certainly does not compel, the judgment that 
the particular degree of attributed favorable 
relevance in this case is pertinent to this argu­
ment's evaluation. Hence, the selection of the 
form of a text is not question-begging. But 
casting the counterexample in the form of an 
analysis would not permit that same judgment, 
since it would suppress the evidence showing 
what the particular degree of attributed 
favorable relevance is. So, the selection of the 
form of an analysis, rather than a text, would 
presuppose that the attributed degree of 
favorable relevance has no bearing on the argu­
ment's evaluation-which is the very question 
to be decided. Hence, that selection would beg 
the question. 

10 Objection. The theory requires for its defense 
the permissibility of adding unexpressed 
premises to an argument to make it good-I.e., 
to make its premises jointly conclusively 
favorably relevant to its conclusion. (See Govier 
[1987:25].) There are two ways this might be 
done in the present case to preserve our intui­
tion that, of the arguments expressed in Text 
1 and Text 2, one is good and the other bad. 
(I) To the argument expressed in Text 1 we 
might add the premise 'If most papers are too 
long, then this paper is too long', so that its 
premises jointly would be conclusively 
favorably relevant to its conclusion. In this way, 
the argument expressed in Text 1 would be 
good, whereas that expressed in Text 2 would 
remain bad. (2) To the argument expressed in 
Text 2 we might add the premise 'If most papers 
are too long, then it is probable that this paper 
is too long', so that its premises jointly would 
be conclusively favorably relevant to its con­
clusion. In this way, the argument expressed 
in Text 2 would be good, whereas that expressed 
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in Text 1 would remain bad. 
Rep/y. Neither way of preserving our in­

tuitions by adding an unexpressed premise to 
an argument is acceptable. (1) There are two 
reasons why the first way is unacceptable. First, 
it is pointless to add to an argument an unex­
pressed premise that is, in its own way, as unac­
ceptable as the argument would have been 
without it; and for that reason it is pointless to 
add 'If most papers are too long, then this paper 
is too long' to the argument expressed in Text 
I. And second, if we were to make good the 
argument expressed in Text 1 by adding to it 
the premise 'If most papers are too long, then 
this paper is too long', we might evenhanded­
ly add the same unexpressed premise to the 
argument expressed in Text 2. Since that argu­
ment has the same explicit premise and conclu­
sion as that expressed in Text 1, the addition 
of the same unexpressed premise to it would 
also make it good (according to Theory I), 
thereby violating our intuition that, of the two 
arguments, one is good and the other bad. (2) 
The second way is unacceptable because adding 
the unexpressed premise 'If most papers are too 
long, then it is probable that this paper is too 
long' to the argument expressed in Text 2 would 
yield an argument that is good by Theory l's 
account only if its conclusion were 'It is prob­
able that this paper is too long'; but the argu­
ment's conclusion is 'This paper is too long'. 
(See the Introduction and the following note.) 

Similar objections and replies could be of­
fered concerning the comparisons of the 
arguments expressed in Texts 2 and 9, 2 and 
10, 11 and 12, and 12 and 13. 

II Objection. The argument expressed in Text 12 
is deductively valid (i.e., its premise is con­
clusively favorably relevant to its conclusion). 
For in the most popular theory of probability, 
the claim 'it is probable that x is y' means 'in 
most cases, x is y'. 

RepJy. The objection assumes that the con­
clusion of the argument expressed in Text 12 
is 'It is probable that this paper is too long'; 
for only then would it be plausible that the 
premise '90% of all papers are too long' is what 
the conclusion means. This assumption is false: 
the conclusion is 'This paper is too long' , just 
as it is in the arguments expressed in most of 
the other texts employed in the paper. For, as 
was observed in the Introduction, a text of the 
form 'The fact that x makes it probable that y' 
says that 'y' is probable relative to 'x', not that 
'x' entails that 'y' is probable. It is therefore 
a mistake to interpret the text, as does the 
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objection, as though 'probable' were part of the 
conclusion rather than part of the illative that 
indicates the argument. 

12 Manicas and Kruger (1968:25, 253): 

. . . whenever an argument satisfies our 
criteria as a deduction, then it is, by defini­
tion, valid. Thus, if it is impossible for the 
premises to be true and the conclusion false, 
the argument is a deduction-and it is valid. 
If it does not satisfy this criterion, then it 
is an induction-and invalid. Remember, 
however, being invalid is not synonymous 
with being incorrect. Many inductions are 
correct arguments . . . 

In sum, arguments are either valid or in­
valid; if they are valid, they are deductions; 
if they are invalid, they are inductions, 
which may be either correct or incorrect. 

These authors sometimes use language (e.g., 
"deductively valid") that would be more ap­
propriate to the variant of Theory 2. 

13 Objection. Theory 2 can provide such a means. 
For it can say that (a) if an argument's premises 
are conclusively favorably relevant to its con­
clusion, then they ought to be, and (b) if its 
premises are inconclusively favorably relevant 
to its conclusion, then they ought to be. «a) and 
(b) appear to be consequences of a suggestion 
in Hitchcock (1981: 15): " ... we should assess 
[an argument] by those standards which give 
it the best chance of being a cogent argument.") 

Reply. (I) The argument in 

Text 7: The fact that all papers are too long 
makes it probable that this paper is too long. 

seems to me, at least, to be a counterexample 
to claim (a) above, since although its premise 
is conclusively favorably relevant to its conclu­
sion, it seems that it ought to be inconclusively 
favorably relevant. And the argument in Text 
I seems to be a counterexample to claim (b), 
since although its premise is inconclusively 
favorably relevant to its conclusion, it seems 
that it ought to be conclusively favorably 
relevant. 

(2) It remains to be explained how, given 
the proposed amendment, Theory 2 can say we 
should evaluate an argument (like that,expressed 
in Text 8) whose premises are not .favorably 
relevant to its conclusion. Should such an argu­
ment be invalid because its premises should be, 
but aren't, conclusively favorably relevant to 
its conclusion? Or should it be weak because 

its premises should be, but aren't, inconclusive­
ly favorably relevant to its conclusion? 

(3) The objection seems to assume that an 
argument's premises ought to be related to its 
conclusion in whatever way they are related to 
it. (That, at least, would provide the simplest 
and most natural defense of (al and (b).) But 
if this assumption were true, then if an argu­
ment's premises were not favorably relevant to 
its conclusion, then neither ought they to be. 
Such an argument, then, would not be bad (in­
valid or weak); for its premises would not be 
related to its conclusion otherwise than as they 
ought to be. Therefore, the objection seems to 
imply that an argument whose premises were 
neither conclusively nor inconclusively 
favorably relevant to its conclusion would be 
neither invalid nor weak-contrary to what the 
theory itself says. The objection, then, seems 
to be inconsistent with the theory it is meant 
to rescue. 

14 Skyrms (1975:6,6-7): 

Thus we see that arguments may have 
various degrees of strength. When the 
premises present absolutely conclusive 
evidence for the conclusion--that is, when 
the truth of the premises guarantees the truth 
of the conclusion-then we have the 
strongest possible type of argument. There 
are cases ranging from this maximum possi­
ble strength down to arguments where the 
premises are irrelevant to the conclusion, 
which have no strength at all. 

When an argument is such that the truth 
of the premises guarantees the truth of the 
conclusion, we shall say that it is deductively 
valid. When an argument is not deductive­
ly valid but nevertheless the premises pro­
vide good evidence for the conclusion, the 
argument is said to be inductively strong. 
How strong it is depends on how much 
evidential support the premises give to the 
conclusion .... we can define these two 
concepts more precisely as follows: 

Definition 3: An argument is deductive­
ly valid if and only if it is impossible that 
its conclusion is false while its premises 
are true. 
Definition 4: An argument is inductive­
ly strong if and only if it is improbable 
that its conclusion is false while [i.e., 
given that1 its premises are true, and it 
is not deductively valid. The degree of 
inductive strength depends on how improb-



able it is that the conclusion is false 
while [i.e .. given that] the premises are 
true. 

Seech (1987:66): 

Although many arguments must be judged 
to be deductively invalid, some can still be 
judged worthwhile because of the inductive 
strength that they may have in varying 
degrees. 

See also Hitchcock (1980: 10), Machina 
(1982:307-312). McKay (1989:8-9, 13), and 
Bergmann. Moor, and Nelson (1990:9-12). 

A less common form of this variant 
substitutes 'valid deductive' for 'deductively 
valid', 'inductive' for 'deductively invalid', and 
'stronger inductive' or 'weaker inductive' for 
'inductively strong' or 'inductively weak'. See 
Baum (1975: 19-20, 22-23, 297-298) and 
(1981:424). 

15 Skyrms (1975: 12-13) and Hitchcock (1980: 10). 

16 Govier (1988:62): 

. considered together. the premises [of 
a cogent argument] give sufficient reason to 
make it rational to accept the conclusion. 
This statement means more than that the 
premises are relevant. Not only do they 
count as evidence for the conclusion, they 
provide enough evidence, or enough 
reasons, taken together. to make it 
reasonable to accept the conclusion as true 
or as very probable. 

See also Johnson and Blair (1983:33-34,46): 

. . . there are three different criteria that an 
argument must satisfy in order to be a good 
argument. 

First. the premises must be relevant 
to the conclusion. Second, the premises 
must provide sufficient support for the 
conclusion. Third, the premises must be 
acceptable. . . . The point that needs to 
be underscored here is that this RSA 
triangle 

RELEVANCE 

SUFFICIENCY ACCEPT ABILITY 
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defines a logically good argument; and that 
any argument which fails to satisfy one (or 
more) of these requirements is a fallacious 
argument. 

... the evidence advanced in an argument 
can be fairly challenged as insufficient on­
ly when you, the critic, can cite some item 
of relevant evidence that would make a dif­
ference to the verdict and that has not been 
taken into account in the argument. 

Similar to the theories of Professors Govier. 
Johnson, and Blair is that of Stephen N. 
Thomas, who first distinguishes the following 
five degrees of validity, or of support or 
strength, that may belong to an argument. 
(Thomas [1986:122] and Thomas [1973:79]) 
The highest degree of validity is deductively 
valid. at which the premises (or reasons), if 
true, "would totally guarantee" the conclusion: 
at this degree, "[ i]t is logically impossible for 
the reason(s) to be true and the conclusion to 
be false." The next degree lower is strong, at 
which the premises make the conclusion 
"extremely likely, certain beyond any 
reasonable doubt." Next is moderate. at which 
the premises make the conclusion" a good bet" 
and the falsity of the conclusion ., rather 
unlikely." Next is weak. at which the premises 
are logically relevant to, and provide some sup­
port for, the conclusion; but they neither make 
it "a good bet" nor justify accepting it as true. 
(Thomas [1986: 134, 135]) The lowest degree 
of validity is nil, at which "the reasons and 
conclusion [are 1 completely irrelevant to each 
other as far as the relation of logical support 
or entailment is concerned." (Thomas 
[1984:33]) With this distinction drawn . 
Professor Thomas defines a valid argument as 
one possessing either of the two highest degrees 
of validity: ". . a valid step of reasoning is 
one in which the reason(s) ARE RELATED TO 
the conclusion in such a way that, if the 
reason(s) were true, its (or their) truth would 
guarantee, or make extremely likely, the truth 
of the conclusion." (Thomas 11986: l12J. See 
also Thomas [1986: 120J.) This theory can be 
cleared of the charge of giving incompatible 
accounts of validity by assuming that it uses 
'validity' in two senses; but it is subject, 
mutatis mutandis. to the third objection raised 
to Theory 3. 

17 Johnson and Blair (1983:46): "There is no 
handy gauge that tells us how much evidence 
is enough." 
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18 Cf. Govier (1988:62): 

Relevance is a weaker condition than suffi­
ciency of grounds. Any premises that are 
sufficient are also relevant, but it does not 
work the other way around. Premises can 
be relevant without giving sufficient 
grounds. 

19 Davis (1986:51. 49. 49): " ... a valid argu­
ment is one in which the conclusion follows 
from the premises with necessity or prob­
ability." " ... an argument is deductively 
valid when the conclusion follows from the 
premises with necessity, and inductiveJy valid 
when the conclusion follows from the premises 
with probability but not necessity." "An 
argument is invalid if it is not valid-that 
is, if it is neither inductively nor deductively 
valid." 

Theory 4 was held by Stephen N. Thomas 
in the first edition of Practical Reasoning in 
Natural Language: 

... a 'valid argument' is one in which the 
statements expressing the reasons are so 
related to the statement giving the conclusion 
that it is unlikely or impossibJe for the conclu­
sion to be false if the reasons are true. (71) 

20 See Copi and Cohen (1990:48-49) and Hurley 
(1982:21). The latter author subsequently aban­
doned this way of drawing the distinction 
(Hurley [1988:30]). 

21 A variant of this theory says that an argument 
is strong if (i) it is inductive and (ii) its premises 
are inconclusively favorably relevant to its con­
clusion, and it is weak if (i) it is inductive and 
(ii) its premises are not inconclusively favorably 
relevant to its conclusion. See Hurley 
[1988:42]: 

... a strong inductive argument is an in­
ductive argument such that if the premises 
are assumed true, then, based on that 
assumption, it is probable that the conclu­
sion be true. On the other hand, a weak in­
ductive argument is an inductive argument 
in which the conclusion does not follow 
probably from the premises; in other words, 
an inductive argument such ,that if the 
premises are assumed true, then, based on 
that assumption, it is not probable that the 
conclusion be true. 

This variant, unlike the version presented in the 
body of the paper, has the consequence that an 
inductive argument whose premises were 

actually conclusively favorably relevant to its 
conclusion would be weak. 

22 Hurley (1988:40): 

... a valid deductive argument is an argu­
ment in which the premises support the con­
clusion in such a way that if they are assum­
ed true, it is impossible that the conclusion 
be false. Conversely, an invalid deductive 
argument is a deductive argument in which 
the conclusion does not follow necessarily 
from the premises; in other words, a deduc­
tive argument such that if the premises are 
assumed true, it is possible that the conclu­
sion be false. 

Copi (1986:547): 

Inductive arguments are neither 'valid' nor 
'invalid' in the sense in which those terms 
are applied to deductive arguments. Induc­
tive arguments may, of course, be evaluated 
as better or worse, according to the strength 
of the support provided their conclusions by 
their premisses, that is, by the degree of 
likelihood or probability which their 
premisses confer upon their conclusions. 

23 Machina (1985:574): 

There is nothing more to invalidity than the 
nonsatisfaction of a certain technical defini­
tion of validity. In pronouncing a verdict of 
'invalid' upon an argument, one does not 
necessarily condemn the argument . 

24 Machina (1985:573-574, 577). See also 
Hitchcock (1981:8). 

25 Machina (1985:573-574, 577, 578). 

26 For example, illatives like 'therefore', 'so', and 
'because' make explicit only the claim that one 
or more premises are favorably relevant to the 
conclusion. 

27 Govier (1987: 30) and Hitchcock (1983: 109). 

28 Objection. Such a definition of an inductive 
argument would be entirely negative. Although 
it would tell us that an inductive argument is 
not deductive, it would not tell us anything 
positive about what all inductive arguments 
have in common. (Govier [1987:50,51-2]. See 
also Govier [1980a:ll], [1980b:8], and 
[1988:260].) 

Reply. (a) It is not necessary for a defini­
tion to specifY something positive, rather than 
negative, common to the members of the class 
being defined. The complement of a class, for 



instance, can properly be defined negatively. 
(b) Under the revised definition, inductive 
arguments would have in common at least what 
all arguments have in common-namely, that 
favorable relevance to their conclusions is 
attributed to their premises. 

29 Barker (1989:182-183): 

... an inductive argument that can be valid 
and perfectly legitimate when a moderate 
degree of probability is claimed for the con­
clusion . . . can become invalid and 
fallacious if an unduly high degree of prob­
ability is claimed for the conclusion .... 

The fact that this author's definition of 'induc­
tive argument' is narrower than that under con­
sideration does not diminish the pertinence of 
this quotation. 

30 Allen (1988:59): 

[According to the inference-claim criterion 
of inferential soundness,] [a]n argument's 
inference is sound if and only if the argu­
ment's inference claim is true. 

By 'an argument's inference claim' Professor 
Allen means a claim that the argument's 
premise(s) support, perhaps to some specified 
degree, its conclusion (1988:57). 

3I Objection. The words 'valid' and 'invalid' 
should not be used synonymously with 'good' 
and 'bad' when applied to arguments. For these 
words are by custom used in deductive logic 
to describe arguments whose premises do or do 
not entail their conclusions. But not all good 
arguments' premises entail their conclusions. 

Reply. This objection assumes that we 
should adhere only to deductive logic's use of 
the words 'valid' and 'invalid'. This assump­
tion is false, for the following reasons. 

(1) As argued in the reply to Objection I 
to Theory 5 above, 'valid' and 'invalid' are not 
neutral terms denoting only the presence or 
absence of entailment. They are evaluative 
terms more or less synonymous with 'good', 
'worthy', or 'strong', and their opposites. Con­
sequently, to call an argument 'valid' is to say 
at least that it is good, and to call an argument 
'invalid' is to say at least that it is bad. 

(2) So, to call 'valid' all and only those 
arguments whose premises entail their conclu­
sions, and to call 'invalid' all and only those 
arguments whose premises do not entail their 
conclusions, is to evaluate those arguments as 
good or bad according to whether or not their 
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premises actually are conclusively favorably 
relevant to their conclusions. 

(3) That this is undesirable, whether or not 
other arguments are evaluated as good or bad 
according to whether their premises actually are 
inconclusively favorably relevant to their con­
clusions, has been shown by the objections rais­
ed against Theories 1 and 2. 

Therefore, the custom in deductive logic is 
wrong. We should not call arguments 'valid' 
or 'invalid' solely according to whether or not 
their premises entail their conclusions. 

32 See, for example, Scriven (1976:85, 166): 

Second, they [missing premises] should be 
no stronger than they have to be, since 
they might then be too strong to be true, 
and you would then have constructed a 
'straw-man' version of the argument, which 
you would be able to criticize even though 
the original argument was immune to your 
criticism. 

Here's where we finally focus on the minimum 
plausible claim that's necessary to make the 
argument work, and that's (usually) what the 
assumption is. 

33 See Freeman (1984:39-40). 

34 Copl and Cohen (1990:45): "Every argument 
involves the claim . . . that its premisses 
provide some grounds for the truth of its 
conclusion . . . ." 

35 These readers would agree with Derek Allen 
that 

... if you underestimate the strength of an 
argument that you make (by, for example, 
claiming that your premises make your con­
clusion very probable when in fact they 
necessitate it), then you make a mistake­
indeed a logical mistake, a mistake in 
reasoning. It is not obvious to me that your 
mistake should not be thought to render your 
inference unsound, just as a proponent of 
the inference-claim criterion would main­
tain. (Allen [1988:63]) 

36 These readers would agree with David 
Hitchcock that 

. . . a cautious person may indicate that the 
conclusion is made probable by the premises 
when it in fact follows necessarily. It would 
be absurd to test an argument for a weaker 
kind of link when this very strong link ex­
ists. (Hitchcock [1983: 109]) 
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31 Klenk (1983:6-7): 

. . . in an argument, a claim is being made 
that there is some sort of evidential relation­
ship between premises and conclusion: the 
conclusion is supposed to follow from the 
premises, or equivalently, the premises are 
supposed to imply the conclusion. This in­
dicates that the correctness of an argument 
is a matter of the connection between 
premises and conclusion, and concerns the 
strength of the relation between them. We 
will evaluate an argument, then, on the basis 
of whether this evidential claim is correct, 
on whether the premises do in fact support, 

or provide evidence for, the conclusion . 

It is worth noting the similarity of this to 
two more familiar logical doctrines-namely, 
that a deductive argument is valid if and only 
if the associated conditional (whose antecedent 
is the conjunction of the argument's premises 
and whose consequent is its conclusion) is 
logically true; and that an inductive argument 
is valid (or correct) if and only if the associated 
statement of conditional probability (saying that 
the probability of the conclusion is some value, 
conditional on the premises) is true. (Burks 
[1977:22, 25]) 

List of Texts 

Text I: The fact that most papers are too long 
makes it certain that this paper is too long. 

Text 2: The fact that most papers are too long 
makes it probable that this paper is too long. 

Text 3: The fact that all papers are too long makes 
it certain that this paper is too long. 

Text 4: The fact that all papers are too long im­
plies that this paper is too long. 

Text 5: This paper is too long. All papers are. 

Text 6: The fact that most papers are too long 
makes it certain that something is too long. 

Text 7: The fact that all papers are too long makes 
it probable that this paper is too long. 

Text 8: The fact that at least one cat has kittens 
makes it certain that this paper is too long. 

Text 9: The fact that most papers are too long 
makes the probability 0.9 that this paper 
is too long. 

Text 10: The fact that at least one cat has kittens 
makes it probable that this paper is too long. 

Text II: The fact that 99% of all papers are too long 
makes it certain that this paper is too long. 

Text 12: The fact that 99 % of all papers are too 
long makes it probable that this paper is 
too long. 

Text 13: The fact that 99 % of all papers are too 
long makes the probability 0.999 that this 
paper is too long. 

Text 14: The fact that almost all papers are too long 
makes it almost certain that this paper is 
too long. 

Text 15: The fact that all papers are too long makes it 
at least probable that this paper is too long. 

Text 16: The fact that "Evaluating Arguments: 
The Premise-Conclusion Relation" is a 
paper makes it certain that it is too long. 

Text 17: The fact that "Evaluating Arguments: 
The Premise-Conclusion Relation" is a 
paper makes it probable that it is too long. 

Text I 8: The fact that "Evaluating Arguments: 
The Premise-Conclusion Relation" is a 
paper makes the probability 0.9 that it is 
too long. 

Text 19: The fact that all papers are too long makes 
it only probable that this paper is too long. 
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