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ABSTRACT  

In this research, the process of applying the K-Nearst Neighbor (KNN) method will be carried out, which 

is a classification method for a collection of data based on the majority of categories and the goal is to 

classify new objects based on attributes and sample samples from training data. So that the desired output 

target is close to the accuracy in conducting learning testing. The results of the test of the K-Nearest 

Neighbor method. It can be seen that from the K values of 1 to 10, the percentage of the results of the 

analysis of the K-NN method is higher than the results of the analysis of the K-NN method. And from the 

K value that has been tested, the K 2 value and the K 9 value have the largest percentage so that the accuracy 

is also more precise. As for the results of testing the K-Nearest Neighbor method in data classification. As 

for the author's test using a variation of the K value of K-Nearest Neighbor 3,4,5,6,7,8,9. Has a very good 

percentage of accuracy compared to only K-NN. The test results show the K-Nearest Neighbor method in 

data classification has a good percentage accuracy when using random data. The percentage of variation in 

the value of K K-Nearest Neighbor 3,4,5,6,7,8,9 has a percentage of 100%. 
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1. Introduction  

This image classification process refers to an artificial intelligence method that focuses on 

machine learning. Many other methods in machine learning which is used to process 

classifications include K-Nearest Neighbor and Naïve Bayes Classifier. Classification is the 

grouping of an object into classes based on the characteristics similarities and differences(Safri, 

et al., 2018; Bayhaqy, et al., 2018; Yang, et al., 2018; Findawati, et al., 2019). 

Models for pattern recognition in domains ranging machine learning has shown great 

success in building from computer vision over speech recognition and text understanding to Game 

AI(Bhatt, et al., 2021). In addition to these classical domains, machine learning and in particular 

deep learning are increasingly important and successful in engineering and the science. These 

success stories are grounded in the data-based nature of the approach of learning from a 

tremendous number of examples(Von Rueden, et al., 2019). 

In his research on Indoor Localization using the K-Nearest Neighbor (K-NN) and 

Backpropagation methods get the result that the k-NN method produces better accuracy compared 

to the Backpropagation method. In his research uses the k-NN method to classify image databases 

hand-based biometric which is a fingerprint database finger print and finger vein, as well as 

optimizing the kNN method to get a better percentage(Jain & Lella, 2020; Triguero, et al., 2019). 

Using the K-Nearst Neighbor (KNN) method is a method of classifying a set of data based 

on the majority of categories and the goal is to classify new objects based on attributes and sample 

samples from training data. So that the desired output target is close to the accuracy in conducting 

learning testing(Diah, et al., 2019; Abu Alfeilat, et al., 2019). 

The X-Means algorithm is an algorithm used for grouping data. The x means algorithm is 

the development of k-means(Mughnyanti, et al., 2020). X-means clustering is used to solve one 

of the main weaknesses of Kmeans clustering, namely the need for prior knowledge about the 

number of clusters (K). In this method, the true value of K is estimated in an unsupervised way 

and only based on the data set itself(Putra & Novelan, 2020; Ahmed, et al., 2020). 
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This fact inspired us to work on the traffic flow forecast problem build on the traffic data 

and models.It is cumbersome to forecast the traffic flow accurately because the data available for 

the transportation system is insanely huge. In this work, we planned to use machine learning, 

genetic, soft computing, and deep learning algorithms to analyse the big-data for the 

transportation system with much-reduced complexity. Also, Image Processing algorithms are 

involved in traffic sign recognition, which eventually helps for the right training of autonomous 

vehicles(Gempita, et al., 2019; Tournier, et al., 2019). 

Machine learning allows in data classification, this application recognizes patterns in data 

either with training or without training. The classification of data is called clustering in machine 

learning. Some examples of clustering algorithms include K-Means, Farthest-First Maximization-

Expectation (EM), and others(Farhat, et al., 2020; Naranjo-Torres, et al., 2020). 

Machine Learning is a branch of artificial intelligence that has the concept that computers 

as machines have the ability to adapt to new environments and are able to detect patterns from 

existing facts. The definition of machine learning is when the machine from the experience of E 

to the task T and measures the increase in the performance of P, if the performance of the task T 

is measured by the performance of P, improve the experience of E(Binti Jaafar, et al., 2016). 

 

3. Research Methods 

Machine learning allows in data classification, this application recognizes patterns in data 

either with training or without training. The classification of data is called clustering in machine 

learning. Some examples of clustering algorithms include K-Means, Farthest-First Maximization-

Expectation (EM), and others(Putra, 2021). 

The data collected for this research are image files with the format Portable Network 

Graphics (PNG) obtained using the camera digital. The image that becomes the input is the image 

of the papaya fruit. The sample data used are 3 data in each sample image, with each having 3 

attributes, namely red, green, blue. The dataset is the result of image extraction which will be the 

data source for the classification of papaya fruit images using the K-Nearest Neighbor 

method(Yahaya, et al., 2014). 

Image processing will be carried out in 2 stages, namely resizing the image and the 

extraction process which is also described in pseudo-code. The following is a sample image of 

papaya that will identify the level of maturity. The image used in this sample is the original papaya 

image which will be resized to a size of 100 x 100 pixels, the goal is to make the classification 

process easier due to uniformity in image size. The original image and the resized image are 

shown in Figure 1. 
 

Fig. 1. Image of Papaya 
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 Data classification is the process of sorting and grouping data into various types, forms 

or other different classes. Data classification enables the separation and classification of data 

according to data set requirements for various business or personal purposes. It is primarily a data 

management process. 

 Group analysis as a method for classifying data into several groups using the method of 

measuring the size of the association, so that the same data is in one group and data with large 

differences are placed in other data groups. The input to the group analysis system is a data set 

and the size similarity between the two data. While the results of the group analysis are a number 

of groups that form a partition or partition structure of the data set and a general description of 

each group, which is very important for a deeper analysis of the characteristics contained in the 

data. 

 Grouping data must use an approach to find similarities in the data so as to be able to 

place the data into the right groups. Data grouping will divide the data set into several groups 

where the similarity in a group is greater when compared to other groups. 

 There are two learning methods available in the classification model, namely: 

a. Eager learning is a learning process on training data intensively so that the model can correctly 

predict the output class label. Several methods are eager learning, including Neural Network, 

Bayesian, decision tree, Support Vector Machine. 

b. Lazy learning is a learning process without training and only storing the value of the training 

data for use in the prediction process. Some methods are lazy learning, including: K-Nearest 

Neighbor, Linear Regression, Fuzzy K-Nearest Neighbor. 

 The classification process in machine learning has four components, namely: 

1.  Class 

     The guest dependent variable must be in a form that represents the label held by the object. 

2.  Energy 

 The independent variables are represented by the characteristic attributes of the data. For 

example, salary, attendance, smoking, blood pressure. 

3.  Training Dataset 

 A data set that has both of the above component values used to determine the appropriate class 

based on energy. 

4.  Testing the dataset 

 A new data set that will be classified with the model that has been created and will be evaluated 

in the classification accuracy process. 

In the classification process, before making predictions, it is necessary to carry out a 

learning process first. The learning process requires data.  

The data required during the classification process consists of two types, namely: 

a. Training data or training data is data used in the learning process in the classification process. 

b. Test data or testing data is data used in the prediction process in the classification process. 

The Euclidean distance is simply the sum of the intensity differences pixel-wise and, 

consequently, small deformations can result in large Euclidean distances. This paper proposes a 

new Euclidean distance, which we call the Euclidean Distance Image (IMED). Unlike traditional 

ones, IMED takes into account the spatial relationships of pixels. Based on three properties that 

(arguably) an image metric that can intuitively satisfy, we show that IMED is the only Euclidean 

distance that has this property. Euclidean distance is the distance between points in a straight line. 

This distance method uses the Pythagorean theorem. And is the distance calculation that is most 

often used in the machine learning process. The Euclidean Distance formula is the result of the 

square root of the difference between two vectors. 

 

4. Results and Discussions  

In this study, the process of determining the type of data will be carried out on the 

Bougenville papaya fruit or commonly referred to as the paper papaya, which is an ornamental 

plant whose existence is quite popular among the public and is widespread in various regions in 

Indonesia. The data collected for this research are image files in Portable Network Graphics 

(PNG) format which were obtained using a digital camera. The image that is input is the image 

of the quality of the papaya fruit. The sample data used are 3 data on each image sample, with 
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each having 3 attributes, namely red, green, blue. The dataset is the result of image extraction 

which will be a data source for fruit image classification using the K-Nearest Neighbor method. 

The designed application can be implemented in papaya fruit image classification based on 

the level of maturity with the method that has been included in the algorithm. The analysis of the 

K-Nearest Neighbor method in vegetable image classification that has been implemented into the 

application can be described as follows: Before carrying out the test, training data must be 

prepared in the form of an image extraction dataset that is stored in the database. The following 

figure shows an application that was developed to extract training images and save the extraction 

results into a database. 

 
Fig. 2. Image Extraction Train 

In the picture above, you can see the image processing process to get the dataset. There is 

a process of resizing, extracting, and saving data. The resize process is used to change the size or 

resolution of the image to be uniform, ie in this case 100 x 100 pixels. After the image is resized, 

it is then extracted to get the attribute values of red, green, blue, hue, saturation, value, mean, 

variance, skewness, kurtosis, and energy. 

The application also displays a graph of the red, green, blue, and histogram values in the 

image which later these values are processed to get the specified attribute values. The results of 

the extraction will then be stored in a database by providing a target label according to the color 

level of the papaya fruit which will later be used as test data. 

In this study, the authors analyzed the test with variations in the value of (K) K-NN. From 

the analysis results show that in this test the author also analyzes the variation in the K value of 

papaya fruit. It is shown as follows. In this test using 30 test data with 4 attributes and 3 species 

in the data classification. 

Table 1. Results of Variations in K Values K-NN Method 

Papaya 

Fruit 

Data 

Total Value (K) K-

NN 

K-NN Method 

Analysis Results 

3, 5, 7, 8, 9 85% 

3, 5, 7, 8, 9 86% 

3, 5, 7, 8, 9 77.3% 

3, 5, 7, 8, 9 77% 

3, 5, 7, 8, 9 81% 

3, 5, 7, 8, 9 73.6% 
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3, 5, 7, 8, 9 68% 

3, 5, 7, 8, 9 73% 

3, 5, 7, 8, 9 83% 

3, 5, 7, 8, 9 92% 

The analysis from Table 1 presents information on the accuracy level of the K-Nearest 

Neighbor algorithm specitivity. The analysis was carried out by calculating the number of correct 

/ total data * 100%. 

Accuracy is the percentage of the total number of correct predictions in the classification 

process (Deng et al, 2016). This is done based on the table of Confusion for each class in the 

Confusion Matrix obtained from the results of training and testing. 

 

Fig. 3. Testing Results of K-Value Variations in the K-NN Method with 30 Test Data 

In Figure 3 above, it can be seen that from the K values of 1 to 10 tested the percentage of 

the results of the analysis of the K-NN method is higher than the results of the analysis of the K-

NN method. And from the K value that has been tested, the K 2 value and the K 9 value have the 

largest percentage so that the accuracy is also more precise. As for the results of testing the K-

Nearest Neighbor method in data classification. As for the author's test using a variation of the K 

value of K-Nearest Neighbor 3,4,5,6,7,8,9. Has a very good percentage of accuracy compared to 

only K-NN. The test results show the K-Nearest Neighbor method in data classification has a 

good percentage accuracy when using random data. The percentage of variation in the value of K 

K-Nearest Neighbor 3,4,5,6,7,8,9 has a percentage of 100%. 

5. Conclusion  

The system built can facilitate the K-Nearest Neighbor process to determine performance 

and increase   accuracy in image classification. The results of the test of the K-Nearest Neighbor 

method. It can be seen that from the K values of 1 to 10, the percentage of the results of the 

analysis of the K-NN method is higher than the results of the analysis of the K-NN method. And 

from the K value that has been tested, the K 2 value and the K 9 value have the largest percentage 

so that the accuracy is also more precise. As for the results of testing the K-Nearest Neighbor 

method in data classification. The author's test uses variations in the value of K K-Nearest 

Neighbor 3,4,5,6,7,8,9. Has a very good percentage of accuracy compared to only K-NN. The test 

results show the K-Nearest Neighbor method in data classification has a good percentage accuracy 

when using random data. The percentage of variation in the value of K K-Nearest Neighbor 

3,4,5,6,7,8,9 has a percentage of 100%. 
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