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ABSTRACT  

COVID-19 is an infectious disease caused by SARS-CoV-2 (Severe Acute Respiratory Syndrome 

Coronavirus 2). This viral infection causes illness with symptoms ranging from mild to severe. The number 

of deaths from this disease is increasing day by day. A person who is most easily infected with the COVID-

19 virus is a person who has a comorbid disease, because the body's immunity decreases due to the impact 

of a previous illness. The purpose of this study was to determine the comorbid factors that trigger a person's 

death due to COVID-19. This research uses binary logistic regression with Bayes method parameter 

estimation. In this study, the predictor variables used were in the form of categories. The results showed 

that the factors that influence the death of a person on the death of COVID-19 in comorbid diseases are 

Diabetes Mellitus and Pneumonia. 

Keywords :  Binary Logistic Regression, COVID-19, Comorbid  

 

1. Introduction  

Statistics is knowledge related to the collection, presentation, processing, analysis, and 

various data analysis techniques. Statistics is used as a scientific method to collect, process, 

summarize, and present research data. In addition, statistics are a way to process data and draw 

conclusions and careful logistical decisions when processing data (Kurniasih, 2020). Logistic 

regression analysis is a statistical analysis used to confirm the relationship between variables. 

Logistic regression can be divided into two, based on the predictor used. That is, simple logistic 

regression (using one predictor) and multiple logistic regression (using two or more predictors). 

Meanwhile, logistic regression is divided into two based on the answers used. Namely, binary 

logistic regression (answers in two categories), multinomial logistics (answers in three or more 

categories), and ordinal logistics (answers in three or more categories but layered) (Albana, 2013). 

Binary logistic regression analysis is a logistic receipt reg analysis whose answer is binary. 

This binary logistic regression model is used when the answer variable creates two categories 

with values Y = 1 (success) and Y = 0 (failure) according to the Bernoulli distribution for each 

single observation (Nugraha, 2013). Bayesian binary logistic regression analysis is a binary 

logistic regression analysis that uses the Bayesian method (Apsari et al., 2013). Bayesian method 

is a parameter estimation method that assumes that the parameters are random variables with a 

certain distribution. The Bayesian method combines the likelihood function and the prior 

distribution of the previous parameters to obtain a posterior distribution. The posterior distribution 

is the basis for estimating the parameters (Shobri et al., 2021). 

Coronavirus Disease 2019 (COVID-19) is an infectious disease caused by a new type of 

corona virus that was discovered in 2019. Infection with this virus can cause illness with 

symptoms ranging from mild to severe (Yuliana, 2020). COVID-19 can cause respiratory 

infections, pneumonia, and other deaths. According to KPC PEN (Committee for the Management 

of COVID-19 and National Economic Recovery), in July 2021 there were 2,284,084 people 

infected with COVID-19 in Indonesia. Of the total, 1,928,274 cases have been declared cured and 

the death toll has reached 60,582 people. Considering the higher mortality rate of COVID-19 

comorbid patients in Indonesia, a study was conducted on what comorbid factors could be the 

cause of the risk of death in COVID-19 comorbid patients. The response variable in this study 
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was the patient's discharge status, with two options, namely the patient was declared cured or 

died. This variable follows the Bernoulli distribution, so the binary regression method can be 

used. 

Logistic regression model was used recently in different research. Logistic regression 

model and artificial neural network were considered with several independent variables to predict 

mortality due to COVID-19 pandemic in 32 European countries (Elhag et al., 2021). Logistic 

regression analysis was utilized to identify COVID-19 lockdown measures related risk factors in 

various studies (Rossi et al., 2020; Alfawaz et al., 2021; ting et al., 2021; Jacob et al., 2021). 

Binary logistic regression was used to investigate customer impression towards online delivery 

(Mehrolia et al., 2021). Multiple logistic regression model was used to evaluate the association 

between anxiety and various factors during COVID-19 (Fu et al., 2021; Jiang et al., 2020); Liu et 

al., 2021). Models’ coefficients were estimated by utilizing different methods such as maximum 

likelihood method, Bayesian method and least square method (Sindhu et al., 2021; Pandey et al., 

2021; Zou et al., 2021; Zou et al., 2021; Jairi et al., 2021). 

Research on COVID-19 mortality factors is a hot topic that continues to be discussed today, 

such as research conducted by Research (Shobri et al., 2021) showing that COVID-19 mortality 

factors can use the Bayesian binary logistic regression method. When solving problems in 

Bayesian methods, one must first determine the prior and posterior probabilities. The results of 

this study show that the mortality rate of comorbid patients due to COVID-19 is very significant. 

So the more comorbidities a person has, the easier it is for that person to die from COVID-19. 

Research (Satria et al., 2020) which shows that the factors of death from COVID-19 are 

men, old age, diabetes and hypertension (comorbid factors). As research (Lestari et al., 2020) 

which results show diabetes mellitus is one of the comorbid factors among many comorbid factors 

that increase the risk of severity and death in COVID-19 patients. Research that uses Bayesian 

binary logistic regression to determine the influencing factors is carried out by research (Nadhifah 

& Yasin, 2012) (Sudirohusodo et al., 2020). Research (Nadhifah & Yasin, 2012) shows that from 

the results of the binary logistic regression model, the factors that affect a baby born with normal 

conditions are age and maternal hemoglobin levels. Furthermore, research conducted by 

(Sudirohusodo et al., 2020) showed that the best models for the factors that influence the type of 

breast cancer malignancy are age, location of breast cancer, breast cancer chemotherapy, 

percentage of breast cancer patients metastases and marital status. 

Research on Bayesian binary logistic regression has been carried out by (Nadhifah & Yasin, 

2012; Sudirohusodo et al., 2020; Susilo et al., 2020; Widayani et al., 2020). Where it is explained 

that the Bayes method is a method used to estimate the parameters of a regression model that uses 

probability interpretation by combining sample data with other information provided previously 

(prior). When performing the convergence test, use the Bayes method for model parameters 

whose values have been estimated, by observing the results displayed by the trace plot. Next, the 

form of the probability density function will be shown for each estimated model parameter 

obtained from the Gibbs sampler process (Susilo et al., 2020). Research that uses 𝑝𝑟𝑒𝑠𝑠′𝑠 𝑄  as 

hypothesis testing is (Shobri et al., 2021; Susilo et al., 2020). Which shows that the value of 

𝑝𝑟𝑒𝑠𝑠′𝑠 𝑄 is greater than the value of 0,05;1
2  (219,88 > 3,841) then the model is accurate and 

stable (Shobri et al., 2021). 

According to a report from the National Disaster Management Agency (BNPB) July 4, 

2021, Riau Province ranks eighth with 463 daily cases of COVID-19. In Bengkalis Regency, one 

of the governments in Riau, where COVID-19 has been confirmed since last July 20, the number 

of cases has exceeded 83 cases. Head of the Bengkalis District Health Office, Ersan Saputra Th, 

said the additional 83 people came from 10 sub-districts, the highest being in 2 sub-districts, 

namely Bengkalis Regency with 24 people and Mandau 22 people. 

The problems that arise in recognizing the spread of COVID-19 are various factors that are 

considered the cause of death. Therefore, a suitable method is needed to determine the trigger. 

The causes (risks) used in this study are comorbid factors, namely Hypertension, Diabetes 

Mellitus, COPD, Pneumonia. Based on the description above, the author is interested in 

conducting a study with the title Risk Classification of Comorbid COVID-19 Patients at Bengkalis 

Hospital Using Bayesian Binary Logistics Regression. 
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2. Literature Review 

Coronavirus Diases 2019 (Covid-19) is a disease caused by the SAR-CoV-2 virus (Severe 

Acute Respiratory Syndrome Coronavirus 2) where this virus has a positive single strain RNA, 

encapsulated and not segmented. Infection from Covid-19 can be in the form of mild, moderate 

or severe symptoms. The main clinical symptoms that appear are fever (temperature over 38℃), 

cough and difficulty breathing. In addition, it can be accompanied by severe shortness of breath, 

fatigue, myalgia, gastrointestinal symptoms such as diarrhea and other respiratory tract 

symptoms. In severe cases this Covid-19 infection can cause critical illness and death (Yuliana, 

2020). The death of Covid-19 patients is not only caused by Covid-19, there are several other 

supporting factors that can cause the risk of death of Covid-19 patients to increase. Based on 

research conducted by (Susilo et al., 2020) and (Hidayani et al., 2020) there are several factors 

that influence the risk of death of Covid-19 patients, including: 

1. Hypertension 

Hypertension or high blood pressure is a condition when blood pressure reaches 130/80 

mmHg or more. Hypertension which currently records the highest mortality rate in comorbid 

COVID-19 patients is hypertension when the blood pressure is above 140/90 mmHg (Research 

& Siagian, 2020). 

2. Diabetes Mellitus 

Diabetes mellitus is a chronic disease characterized by high blood sugar, or usually this 

disease is called sugar disease or diabetes. Many comorbid factors in COVID-19 patients occur 

due to weak insulin production so that the body's ability to respond to insulin is reduced (Lestari 

et al., 2020). 

3. COPD 

Chronic obstructive pulmonary disease (COPD) is inflammation of the lungs that develops 

over a long period of time. COPD is characterized by difficulty breathing, coughing up phlegm 

and wheezing. COPD is an unhealthy behavior so it is an estimate of one of the comorbidities in 

the death of COVID-19 patients (Satria et al., 2020). 

4. Pneumonia 

Pneumonia (wet lungs) is an inflammation of the lungs caused by infection. Pneumonia can 

cause mild to severe symptoms. Some of the symptoms commonly experienced by pneumonia 

sufferers are cough with phlegm, fever, and shortness of breath (Klein, 2020). 

 

3. Research Methods 

The dependent variable used in this study is the patient's discharge status, where there are 

two possibilities, namely patients who are declared cured or died at Bengkalis Hospital from 

January to September 2021. The independent variables used are Hypertension, Diabetes Mellitus, 

COPD and Pneumonia. The method used in this research is Multiple Linear Logistic Regression 

and Bayesian Binary Logistic Regression. 

Multiple linear regression is an equation model used to explain the relationship between 

the dependent variable (Y) and two or more independent variables (X). The purpose of multiple 

linear regression is to predict whether the value of the independent variable is known and can 

determine the relationship between the dependent variable and the independent variable (Teti et 

al., 2015). Estimating the regression parameters using the Ordinary Least Square (OLS) method 

(Harlianingtyas & Iriawan, 2015). 

In testing the regression parameters, there are two tests that need to be done, namely the 

simultaneous test and the partial test. Testing the regression model parameters simultaneously 

using the F distribution approach. Simultaneous significance test is to test all independent 

variables in the overall model simultaneously. This test was conducted to see whether the 

independent variables as a whole had a significant effect on the dependent variable. In this case 

it is necessary to compare the values of and (Sartika & Debataraja, 2020). Partial testing using the 

t distribution approach. Spatial regression coefficient test is used to prove the effect of 

independent variables on the dependent variable. The t-test was carried out to partially determine 

the significance of each estimator parameter assuming the other independent variables were 

constant (Utami et al., 2017). 
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Logistic regression analysis is a statistical analysis used to see the relationship between 

variables. Based on the predictor variables used, logistic regression is divided into two, namely 

simple logistic regression (with one predictor variable) and multiple logistic regression (with two 

or more predictor variables). Meanwhile, based on the response variables used, logistic regression 

is divided into two, namely binary logistic regression (response variable with two categories) and 

multinomial and ordinal logistic regression (response variable with more than two categories) 

(Albana, 2013). 

Binary logistic regression analysis is a logistic regression analysis with a binary or 

dichotomous response variable. The binary logistic regression model is used if the response 

variable produces two categories with values Y=1 (success) and Y=0 (failure), so it follows the 

Bernoulli distribution for each single observation (Nugraha, 2013). 

In general, the logistic regression model is as follows: 

 

𝜋(𝑥) =
exp(𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + ⋯ + 𝛽𝑘𝑥𝑘)

1 + exp(𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + ⋯ + 𝛽𝑘𝑥𝑘) 
  

When 0 < 𝜋(𝑥) < 1. 

Markov Chain Monte Carlo (MCMC) 

Markov Chain Monte Carlo (MCMC) is a method used to determine parameter values of a 

difficult analytical integration. The MCMC method used is the Gibbs Sampler. In this study using 

the Gibbs Sampler method, because this study uses the Bayesian method. The Gibbs Sampler 

method applied in this study uses the WinBugs software (Robert & Ntzoufras, 2012). 

The Gibbs Sampler Algorithm is as follows: 

1. Determine the parameters to be used 

2. Modeling the Gibbs Sampler algorithm 

                  𝑔(𝑥) = 𝑙𝑛
𝜋(𝑥)

[1−𝜋(𝑥)]
= (𝛽0 + 𝛽1𝑥1 + ⋯ +  𝛽𝑘𝑥𝑘)   

3. Enter the data according to the data obtained from the hospital. 

4. Specifies the prefix value of each parameter. 

5. For samples in posterior analysis use {𝛽1, 𝛽2, ⋯ , 𝛽𝐿}. 
6. Doing Iteration Update 

7. Determine the mean and variance of the posterior distribution 

In the Bayes method, there are several ways to see the convergence of model parameters, 

including Trace plots, Density plots or by comparing the Monte Carlo Error (MC Error) value 

with the standard deviation of the model parameters. The model parameter values are said to be 

convergent if the plot distribution is stable spread between two parallel or stationary horizontal 

lines and the resulting Density plot image resembles a normal distribution curve (Satria et al., 

2020). 

Parameter significance test was conducted to determine the feasibility of the model by 

testing the significance of each independent variable used in the model. The absence of treatment 

effect is stated by the null hypothesis whose parameter value causes the treatment to be zero. The 

opposite hypothesis which states that a treatment is not worth zero is called the alternative 

hypothesis. Hypothesis testing for Bayesian uses a credible interval whose simplest form can be 

addressed by the quantiles of 2.5% and 97.5%. If the mean value contains a value of zero, it can 

be concluded that there is no effect of treatment on the response variable (Robert & Ntzoufras, 

2012) 

 

4. Results  

4.1 Multiple Linear Regression Model 

Prior to modeling using the Bayes method, multiple regression will be carried out as a 

model using OLS estimation. The results of the multiple regression estimation using SPSS 

software can be seen in the following table: 
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Table 1 - Parameter Estimation of Multiple Linear Regression Model 

Variable Estimate 

Intercept -0,047 

Hypertension (X1) 0,179 

DM (X2) 0,248 

PPOK (X3) 0,259 

Pneumonia (X4) 0,479 

 

Based on the estimation of the regression model parameters, the multiple regression model 

can be written as follows:  

𝑌 = −0,047 + 0,248𝑋2 + 0,479𝑋4
 

 

 

Multiple linear regression models can be formed by testing significant parameters 

simultaneously and partially. 
Table 2 - Simultaneous Test 

Variance df Number of square Sum Square F 

Regression 4 7,079 1,770 9,381 

Error 217 40,749 0,189 
 

Total 221 47,828 
  

The linear regression model was used to determine which independent variables had a 

significant effect on the mortality of COVID-19 patients. Based on the results of the F test, the 

value of 𝐹𝐶𝑜𝑢𝑛𝑡 = 9,381 and 𝐹𝑡𝑎𝑏𝑙𝑒 = 2,41 so that it can be concluded that simultaneously there 

is at least one influence between the independent variable and the dependent variable. 

In addition to the F test on the linear regression model, a partial test was also carried out using the 

t test. Based on the test results, it is obtained that all the regression coefficients of each 

independent variable and the intercept are significant to the model because all values of 

𝑡_𝑐𝑜𝑢𝑛𝑡 > 𝑡_𝑡𝑎𝑏𝑙𝑒. Based on this, it can be concluded that the independent variables that affect 

the mortality of COVID-19 patients are Diabetes Mellitus (DM) and Pneumonia. 
Table 3 - Partial Test 

Variable 𝒕𝑪𝒐𝒖𝒏𝒕
 Conclusion 

Hypertension (X1) 1,770 no Sig. 

DM (X2) 2,808 Significant 

PPOK (X3) 1,359 No Sig. 

Pneumonia (X4) 5,791 Significant 

The decision is that the hypothesis rejects H_0 meaning that the influence of the 

independent variable affects the mortality of COVID-19 patients with comorbid diseases  

 

4.2 Binary Regression Model with Bayes Method 

Parameter estimation is done using Bayes method with the help of WinBugs software. 

Elimination of the regression parameter hypothesis was carried out using a 95% confidence 

interval approach for each parameter. The 95% confidence interval was calculated with the lower 

limit being the 2.5% quantile and the upper limit being the 97.5% quantile. The parameter is 

declared significant if the 95% confidence interval on the parameter does not contain a zero value. 

Significant parameters indicate that the independent variable has an effect on the response and 

insignificant parameters indicate that the independent variable has no effect on the response. The 

following is the estimated value and the conclusion. 

 

 
Table 4 - Parameter Estimation Value 
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Variable Parameters Mean 
2,5% 

Quantil 

97,5% 

Quantil 
Sig. 

Intercept 𝛽0
 -2,677 -3,982 -1,332 - 

Hypertension 

(X1) 𝛽1
 0,9116 -0,5054 2,134 No 

DM (X2) 𝛽2
 1,187 0,1441 2,396 Yes 

PPOK (X3) 𝛽3
 0,4092 -3,673 2,808 No 

Pneumonia (X4) 𝛽4
 2,381 1,187 3,614 Yes 

Table 4 shows that the influential variables are 𝑥2 namely Diabetes Mellitus and 𝑥4 namely 

Pneumonia. While the variable 𝑥1  is Hypertension 𝑥3  namely COPD (Chronic Obstructive 

Pulmonary Disease) has no effect on the response variable. Therefore, these two variables were 

not included in the binary logistic regression model. So the model formed is: 

𝜋(𝑥) =
exp (−2,677 + 1,187𝑋2 + 2,381𝑋4)

1 + exp (−2,677 + 1,187𝑋2 + 2,381𝑋4)
  

4.3 Model Parameter Convergence Test 

After the estimated model parameters are obtained, then the convergence test is carried out 

by observing the results of the trace plot and density plot. The following are the results of the 

trace plot and density plot using the WinBUGS software application                                               

 

 

 

 

 

         

 

 

 

         

 

 

 

 

 

Fig. 1. Results of History Trace Plot and Density Plot for Parameter (a). 𝛽0 (b) 𝛽1 (c).𝛽2 (d).𝛽3 (e).𝛽4 

(a) 

(b) 

(c) 

(d) 

(e) 
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Based on Figure 1 above, it can be concluded that the convergence assumption is fulfilled 

because the iteration data distribution is stable and lies between two parallel horizontal lines and 

the resulting density plot is quite good because it has a pattern that tends to be smooth in the form 

of a normal distribution curve. 

 

4.4 Model Interpretation 

To find out how much the predictor variable has an effect on the response variable is to 

look at the odds ratio value of the model parameters. The value of the odds ratio of the model 

parameters can be seen in the following table. 
Table 5 - Odds Ratio Value 

Variable 𝜷 𝒆𝒙𝒑 (𝜷) 

DM (X2) 0,9127 3,898 

Pneumonia (X4) 0,9312 3,221 

Based on Table 5 the interpretation of the odds ratio of each variable is the diabetes mellitus 

variable, the odds ratio value is 3.898. From this value, it can be interpreted that comorbid patients 

suffering from diabetes mellitus have a 3.898 times greater risk of dying from COVID-19 

compared to comorbid patients who do not suffer from diabetes mellitus. As for the pneumonia 

variable, the odds ratio value was 3.221. From this value, it can be interpreted that comorbid 

patients who suffer from pneumonia have a risk of dying from COVID-19 which is 3,221 times 

greater than that of comorbid patients who do not suffer from pneumonia. 

 

4.5 Classification Accuracy Analysis 

The logistic regression model is said to be good and stable where the classification accuracy 

value is close to 1 and the value of press^'s Q is greater than the value of the chi-square table. The 

value of accuracy and press^'s Q is obtained by looking at the accuracy of the model in classifying 

or grouping. If the probability value is greater than or equal to 0.5 then the patient's discharge 

status is grouped into the dead category, whereas if the logit value is less than 0.5 then the patient's 

discharge status is grouped into the cured category. There were 64 errors in the estimation of 

classification, namely 56 and 8 which were grouped in the wrong category from a total of 221 

respondents. 

Based on the value of classification accuracy and press’s Q above, the model can classify 

the data correctly by 71.04% and the value of press’s Q is greater than the value of 𝜒0,05;1
2 table 

( 𝜒0,05;1
2 = 3,841)  which is  39,135 > 3,841.  This means that the model is accurate and 

statistically stable in classifying the risk of death for Covid-19 comorbid patients. 

 

5. Discussions 

In this study, only two independent variables affected the mortality variable of COVID-19 

patients. The independent variables that have an effect on this study are Diabetes Mellitus (X_2) 

and Pneumonia (X_4), while the variables that have no effect on the mortality of comorbid 

COVID-19 patients are Hypertension (X_1) and COPD (X_3). The dependent variable used in 

this study is the Patient's Exit Status (Y). Several previous studies have conducted research on 

Binary Logistics Regression with Bayes Method. Research on COVID-19 mortality factors is a 

hot topic that continues to be discussed today, such as research conducted by [7] which showed 

that COVID-19 mortality factors were men, old age, diabetes and hypertension (comorbid 

factors). As research [8] whose results show diabetes mellitus is one of the comorbid factors 

among many comorbid factors that increase the risk of severity and death in COVID-19 patients. 

Research that uses Bayesian binary logistic regression to determine the influencing factors is 

carried out by research (Nadhifah & Yasin, 2012; Sudirohusodo et al, 2020). 

Research (Nadhifah & Yasin, 2012) shows that from the results of the binary logistic 

regression model, the factors that affect a baby born with normal conditions are age and maternal 

hemoglobin levels. Furthermore, research conducted by Sudirohusodo et al., (2020) showed that 

the best models for the factors that influence the type of breast cancer malignancy are age, location 
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of breast cancer, breast cancer chemotherapy, percentage of metastases in breast cancer patients 

and marital status. 

The research of Sobri et al., (2021) shows that the factors of COVID-19 mortality can use 

the Bayesian method of binary logistic regression. When solving problems in Bayesian methods, 

one must first determine the prior and posterior probabilities. The results of this study show that 

the mortality rate of comorbid patients due to COVID-19 is very significant. So the more 

comorbidities a person has, the easier it is for that person to die from COVID-19. 

Research on Bayesian binary logistic regression has been carried out by (Nadhifah & Yasin, 

2012; Sudirohusodo et al., 2020; Susilo et al., 2020; Widayani et al., 2020). Where it is explained 

that the Bayes method is a method used to estimate the parameters of a regression model that uses 

probability interpretation by combining sample data with other information provided previously 

(prior). When performing the convergence test, use the Bayes method for model parameters 

whose values have been estimated, by observing the results displayed by the trace plot. Next, the 

form of the probability density function will be shown for each estimated model parameter 

obtained from the Gibbs sampler process (Susilo et al., 2020). Research that uses press^'s Q as 

hypothesis testing is (Shobri et al., 2021; Susilo et al., 2020). Which shows that the value of 

press^' s Q is greater than the value of _(0,05;1)^2 (219.88 > 3,841) then the model is accurate 

and stable (Shobri et al., 2021). Based on the research above, there are the same independent 

variables in influencing the mortality of COVID-19 patients, namely Hypertension and Diabetes 

Mellitus and there are also different variables. This is due to the location/area of the study and the 

different years. 

 

6. Conclusion  

Based on the discussion that has been described, it can be concluded that comorbid Diabetes 

Mellitus (x_2) and Pneumonia (x_4) have a significant influence on the risk of death of Covid-19 

patients. The logistic regression model obtained for the risk of death of Covid-19 patients is: 

Multiple linear regression model with least squares method 

𝑌 = −0,047 + 0,248𝑋2 + 0,479𝑋4 
Binary logistic regression model with Bayes method 

𝜋(𝑥) =
exp (−2,677 + 1,187𝑋2 + 2,381𝑋4)

1 + exp (−2,677 + 1,187𝑋2 + 2,381𝑋4)

 

with a classification accuracy model of 71.04%. Thus, it can be said that the model is feasible in 

classifying the risk of death for COVID-19 comorbid patients who are declared cured of COVID-

19 comorbid patients. 
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