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HIGHLIGHTS 

● A deep learning-based approach is proposed to be applied in Monkeypox and Measles detection. 
● VGG-16 transfer learning for deep learning approaches.  
● Deep learning is used to develop classifier models to classify Measles, Monkeypox, and Normal skin. 
● Rebuilding the CNN architecture using the VGG-16 transfer learning algorithm. 

 

ABSTRACT 

The Monkeypox virus causes the infectious illness monkeypox. This virus is spread by coming into touch 
with infected animals or humans. Monkeypox is very similar to Measles. The rubeola virus causes measles, 
a contagious infectious disease. The cause is what distinguishes Monkeypox from Measles sickness. 
Although they are both carried through the air and generate similar symptoms, Monkeypox and Measles 
are two separate forms of infectious diseases. Vaccination is the most effective way to prevent Measles, 
while for Monkeypox, no vaccine can be used to prevent infection. In differentiating Monkeypox and 
Measles disease, the researcher proposes an image classification to distinguish symptoms between 
Monkeypox and Measles. Researchers used the deep learning method of image classification with 
Convolutional Neural Network architecture and VGG-16 transfer learning to do the modeling. Transfer 
learning is a technique that allows a model which has been trained on a dataset to be used on a different 
dataset. It allowed the model to adapt knowledge from the original data for use in new data. Researchers 
propose this method because learning using deep learning is very useful for similar images so that the 
model can accurately predict new data. The result is that the VGG-16 model can achieve high accuracy 
with a value of 83.333% at epoch value = 15. 
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INTRODUCTION 

While the world is still dealing with the COVID-19 pandemic, public health officials are concerned about 
a new outbreak caused by the Monkeypox virus (Rizk et al, 2022; Yang, 2022). Monkeypox is an infectious 
disease caused by the Monkeypox virus. Monkeypox virus is a two-stranded DNA virus that belongs to the 
orthopoxviruses genus, which also contains variola, cowpox (CPX), and vaccinia viruses (Realegano et al, 
2017; Gessain et al, 2022). The Monkeypox virus was first isolated from monkeys, although rope squirrels, 
tree squirrels, Gambian marsupial rats, and dormice are also natural hosts (Guarner et al, 2022). This virus 
is spread through contact with infected animals or people. 
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So far, two strains of the Monkeypox virus have been identified in Africa, with the first being associated 
with more severe disease (Durski et al, 2018; Kmiek and Kirchhoff, 2022). This virus can also be transferred 
through direct contact with infectious sores, scabs, bodily fluids, and sharing bedding/clothing. In smallpox-
like signs and symptoms, a distinct rash precedes basic prodromal symptoms (fever, lymphadenopathy, and 
flu-like symptoms) (Rizk et al, 2022). Cases in the present outbreak were uncommon, with a distinct rash 
that began in the vaginal and perianal areas and extended to other parts of the body (Rizk et al, 2022). When 
prodromal or rash symptoms appear and remain until the lesions scab and fall off, the patient is considered 
infectious. 
Monkeypox, on the other hand, displays symptoms similar to Measles. Measles is a highly contagious 
febrile infection that primarily affects youngsters (Di Pietrantonj et al, 2020). It spreads mostly by 
respiratory droplets and minute particle aerosols and can stay in the air for up to 2 hours. Exposed people 
who are not immune have a 90% chance of contracting Measles, and each sick person can infect 9 to 18 
more people in a vulnerable population (Paules et al, 2019; Huang et al, 2022). Most Measles patients 
recover completely after roughly a week of sickness, which includes fever, malaise, coryza, conjunctivitis, 
cough, and a maculopapular rash. Measles, on the other hand, is a devastating disease; before widespread 
immunization, the virus killed 2 million to 3 million people globally each year (Thornton, 2019). Even 
today, the virus is the biggest cause of vaccine-preventable sickness and death across the world, killing over 
100,000 people each year (Thornton, 2019). Measles-related immunosuppression, diarrhea, 
keratoconjunctivitis (which can lead to blindness), otitis media, and pneumonia are all common 
consequences (a primary cause of measles-related death).  
Serious and frequently fatal neurologic complications, such as acute disseminated encephalomyelitis and 
Measles inclusion-body encephalitis, occur in around 1 in 1000 Measles infections, and the majority of 
those who survive these complications have long-term neurological sequelae (Paules et al, 2019; Zhu et al, 
2022). Furthermore, some years after Measles virus infection, a rare neurological complication known as 
subacute sclerosing panencephalitis (SSPE) can develop, with a severe, progressive, and fatal outcome 
(Paules et al, 2019; Ramnarayan et al, 2022). 
Because of the rash symptoms of Monkeypox and Measles, identification of these diseases is critical at this 
time. Patients can be treated efficiently with accurate detection, reducing expenses and time spent while 
increasing the patient's life expectancy to recover from the disease. One technology that can be used to 
detect rashes caused by Monkeypox and Measles is artificial intelligence. AI will recognize the rash on 
Monkeypox and Measles and then forecast whether it is Monkeypox or Measles. The deep learning method 
is used in this paper's learning technique. Deep learning is a machine learning technology that extracts 
features from data by using a highly sophisticated and layered (deep) artificial neural network. The neural 
network can be entrained with complex data to perform image recognition. Here, the researcher builds the 
architecture of the Convolutional Neural Network and implements transfer learning using VGG-16. 
According to MA Hasan's (2021) research, image processing methods such as k-means clustering 
segmentation, VGG-16 feature extraction, and CNN classification can be used to identify grape leaf images. 
In training, the accuracy is 99.50%, while in testing, it is 97.25%. It demonstrates that this approach 
performs admirably in image categorization modeling. Based on the findings of Agustina R. et al. (2022), 
this study was able to create a system that can classify skin cancer using the CNN method and the VGG-
16. Skin cancer is classified into four types under the system: melanoma, squamous cell carcinoma, 
dermatofibroma, and nevus pigments. The system was tested with and without pre-processing, as well as 
scenarios for four hyperparameters: optimizer, learning rate, epoch, and batch size. The final results with 
the best performance and accuracy are acquired from the test results without pre-processing using CLAHE 
and Gaussian filters. The image is resized to 64×64 pixels and uses the SGD optimizer hyperparameter, 
learning rate 0.001, epoch 50, and batch size 32. Accuracy values obtained are 99.70%, loss 0.0055, 
precision 0.9975, recall 0.9975, and f1-score 0.9950. The increase in system accuracy values compared to 
previous studies shows that the VGG-16 architecture has precise and detailed capabilities in recognizing 
and classifying images. 
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Previous research has shown that VGG-16 transfer learning is highly good at increasing the performance 
of deep machine learning. This information urges academics to employ transfer learning as an algorithm to 
develop models for diagnosing monkeypox and measles. This study intends to simplify time so that patients 
can save on treatment expenses since the diagnostic goes well, not just for the diagnosis of Monkeypox and 
Measles. Furthermore, because the model's diagnosis is right, medical professionals can provide the finest 
care for patients. 
 

METHODOLOGY 

 
 

Figure 1: Research Methodology 
 
Based on the diagram in Figure 1, the research will be divided into six steps. The first step begins with the 
input of skin cancer images that would enter the pre-processing steps. The pre-processing step aims to 
improve image quality so that it is expected to produce maximum output results. Then, the researchers split 
the dataset into train, validation, and test data. Then, the researchers built the architecture to train the model. 
Researchers trained the model using CNN and VGG-16 transfer learning. After training the model, the 
researcher evaluates the performance and chooses the model with the best accuracy. 
 
Collecting Data 
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Researchers used deep learning algorithm on a dataset of Monkeypox, Measles, and Normal images from 
the Kaggle (Diponkor Bala, 2022) repository to observe the best available models. The dataset is a digital 
image consisting of Monkeypox, Measles, and Normal folders, which are 170 Monkeypox data, 80 Measles 
data, and 110 Normal data. Each image has a size of 250 x 250. Figure 2 shows an example of Monkeypox 
data, Figure 3 is Measles, Figure 4 is Normal, and Figure 5 shows the data distribution diagram. 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Monkeypox Rash 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: Measles Rash 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4: Normal 
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Figure 5: Data Distribution 
 
Pre-processing Data 
 
At the preprocessing stage, dataset augmentation is carried out using the Image Data Generator library from 
Tensorflow with the following parameters: 
1. Rescale = 1/255 
2. Random Rotation = 0.1 
3. Zoom Range = 0.1 
The value of each pixel in the image is scaled to 1/255. After that, the image will be randomly rotated, and 
then zoomed. The augmentation process will be applied to the training data. The image size is changed to 
150 x 150 for each training and testing data so that the image remains clear. 
 
Splitting Data (Train, Validation, and Test) 
 
This split method provides more accurate results for new or untrained data. The test data is not used to train 
the model, so the model does not know the results of the data. It is called an out-of-sample test. The purpose 
of building a model is to predict data whose outcome is unknown correctly. A model is said to be good if 
it is accurate or performs well on out-of-sample data. A clean and ready dataset is split into training, testing, 
and validation data. Figure 6 shows the amount of train, test, and validation data. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 6: Splitting datasets into train, validation, and test 

 
Convolutional Neural Network (CNN) 
 
Convolutional Neural Network (CNN) is a form of Neural Network used to handle two-dimensional input 
(Fang et al, 2019; Zhang et al, 2021; Singh et al, 2021). CNN is commonly used to detect and distinguish 
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objects in images. CNN is nearly identical to other Neural Networks. Its architecture is what makes it stand 
out. CNN has a method for obtaining visual features. The CNN approach is divided into two layers: feature 
extraction and classification (Gunawan et al, 2021). The input image is routed through the feature extraction 
layer, which includes the convolutional and the pooling layer. The convolution layer uses filters to be 
initialized with a particular value (random or using a technique), and it becomes the parameter that will be 
updated in the learning process. The next part is the pooling layer. The function of this pooling is to reduce 
the input spatially (reducing the number of parameters) with a down-sampling operation. Researchers used 
the max pooling method for taking the greatest value from the section. The classification layer also 
comprises the fully connected and softmax activation layers. Figure 7 shows the CNN Architecture. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7: CNN Architecture 
 
 
 

 
VGG-16 Transfer Learning 
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VGG-16 is a CNN model developed by Karen Simonian and Andreas Zissmann (2014). VGG-16 shows 
that it is a necessary combination for deep networks to perform well. The VGG-16 architecture has 16 
layers which include convolutional layers and FCs. The advantage of this model is that it has a very uniform 
structure creating only 3x3 arcs and 2x2 layers from start to finish. The downside of VGG16 is that it is 
difficult to evaluate because it consumes a lot of memory, and the parameters can reach 138M. However, 
this weakness can be overcome with proper training. 
 
Evaluation Matrix 
 
This research used a confusion matrix to assess the performance of deep-learning models. In this case, the 
researcher uses accuracy, precision, and recall to evaluate which model is optimal for the categorization. 
Accuracy is defined as the difference between the exact estimate and the overall estimate (Ariansyah et al, 
2023). Precision is defined as the proportion of correct absolute predictions to total positive predictions. 
The True Positive rate, also known as Recall, is the known fraction of true positive forecasts. The evaluation 
matrix is shown in Table 1 (Xu et al, 2020). 
 

Table 1: Evaluation Matrix 
 

 Prediction 
Actual 
Value 

Measles Monkeypox Normal 

Measles Correct Incorrect Incorrect 
Monkeypox Incorrect Correct Incorrect 

Normal Incorrect Incorrect Correct 
 

 
FINDINGS AND DISCUSSIONS 

Building CNN Architecture and Applicating CNN 
 
First, researchers will build an architecture in the form of feature extraction using a Convolutional Neural 
Network (CNN) and layers for classification. Then the researcher set the batch size at number 5, where 
each part of the layer has 5 data, and the epoch has 15 iterations (forward and backward). The total number 
of training at this stage reached 1,387,843, and the researcher trained all of these parameters. Table 2 shows 
the parameters and layers of the architecture, and Figure 8 shows the results of the architecture that has 
been built. 
 

Table 2: CNN Architecture Parameters 
 

Layer (Type) Output Shape Param 
Sequential (input) (None, 150, 150, 3) 0 

Conv2d (None, 150, 150, 32) 896 
Max_pooling2d (None, 75, 75, 32) 0 

Conv2d_1 (None, 75, 75, 64) 18946 
Max_pooling2d_1 (None, 37, 37, 64) 0 

Conv2d_2 (None, 37, 37, 64) 36928 
Max_pooling2d_2 (None, 18, 18, 64) 0 

Dropout (None, 18, 18, 64) 0 
Flatten (None, 20736) 0 
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Dense_1 (None, 64) 1327168 
Dense_2 (None, 64) 4160 
Dense_3 (None, 3) 195 

 
 
 

Sequential
(Input)

Conv2d
(1,2,3)

Max_pooling2d
(1,2,3)

Dropout

FlattenDense 1Dense 2Dense 3

 
 

Figure 8: Proposed CNN Architecture 
 
 
 

Building VGG-16 Architecture and Applicating VGG-16 
 

Sequential
(Input)

Conv2d
(1,2,3)

Max_pooling2d
(1,2,3)

VGG-16

FlattenDense 1Dense 2Dense 3

Dropout

Freeze

 
 

Figure 9: Proposed VGG-16 Architecture 
 

 
At this stage, the researcher rebuilds the architecture using the VGG-16 model shown in Figure 9. The 
researchers froze the CNN layer and adds the VGG-16 model to the training process. The parameters used 
in this model are quite a lot, reaching 15,243,395, but the researchers set base_vgg_model.trainable = false 
so that the model is more efficient in the training process. Only 528,707 parameters are used in this training. 
Table 3 shows the parameters of VGG-16 in this study. 
 

Table 3: VGG-16 Architecture Parameters 
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Layer (Type) Output Shape Param 
Sequential (input) (None, 150, 150, 3) 0 

VGG-16 (None, 4, 4, 512) 14714688 
(Non-trained) 

Dropout (None, 4, 4, 512) 0 
Flatten (None, 8192) 0 

Dense_1 (None, 64) 524352 
Dense_2 (None, 64) 4160 
Dense_3 (None, 3) 195 

 
 
Evaluation 
 
At the evaluation stage, the researchers used the confusion matrix as an evaluator of the performance test 
data of the classification model. Before evaluating the test data, the researcher conducted a performance 
check on the accuracy of the training data and validation. Table 4 shows historical accuracy, loss, and times, 
in the training, and Table 5 shows validation performance for the CNN and VGG-16 models. Researchers 
use loss because, in deep learning, the loss is the value that the neural network tries to minimize. The neural 
network learns by adjusting the weights and biases in a way that reduces loss to minimize this distance. 
 

Table 4: Evaluate Model Training Performance 
 

Epoch
s 

Accuracy 
 CNN 

Accuracy  
VGG-16 

Loss  
CNN 

Loss  
VGG-16 

Time 
CNN 

Time 
VGG-16 

1 0.4735 0.5265 1.0814 0.9995 33 s 79 s 
2 0.5303 0.7386 0.9927 0.6388 15 s 77 s 
3 0.6212 0.7652 0.8516 0.5571 13 s 75 s 
4 0.6553 0.7803 0.8255 0.5818 13 s 78 s 
5 0.6477 0.7917 0.8273 0.4953 13 s 75 s 
6 0.7197 0.8295 0.6780 0.4336 14 s 77 s 
7 0.6780 0.8068 0.7048 0.4803 13 s 75 s 
8 0.7462 0.8295 0.6517 0.4033 13 s 77 s 
9 0.7273 0.8144 0.6751 0.4790 13 s 78 s 

10 0.7273 0.8636 0.6491 0.3611 13 s 76 s 
11 0.7614 0.8598 0.6147 0.3241 13 s 77 s 
12 0.7386 0.8788 0.6256 0.3211 15 s 78 s 
13 0.7500 0.8333 0.6525 0.3868 13 s 75 s 
14 0.7689 0.8636 0.5860 0.3222 13 s 78 s 
15 0.7689 0.9053 0.6016 0.2320 13 s 76 s 

 
 

Table 5: Evaluate Model Validation Performance 
 

Epoch
s 

Accuracy 
CNN 

Accuracy 
VGG-16 

Loss 
CNN 

Loss 
VGG-16 

1 0.4848 0.6667 1.0418 0.8057 
2 0.6515 0.6818 0.9023 0.7311 
3 0.6818 0.6818 0.8357 0.7560 
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4 0.5909 0.7576 0.8366 0.6472 
5 0.5606 0.7576 0.9020 0.6722 
6 0.5303 0.6364 0.9989 0.9331 
7 0.6818 0.7273 0.8023 0.5909 
8 0.5909 0.7576 0.8162 0.7892 
9 0.6364 0.6667 0.8046 0.9152 

10 0.6515 0.8030 0.7983 0.7548 
11 0.6364 0.7727 0.8864 0.6684 
12 0.6364 0.8030 0.8186 0.6090 
13 0.6212 0.8030 0.7878 0.5368 
14 0.6667 0.7879 0.8339 0.6118 
15 0.6212 0.7727 0.8466 0.5961 

 
 
In the training evaluation, the VGG-16 model is superior to the CNN model. That's because the VGG-16 
model has higher accuracy and lower loss. To maximize this research, researchers evaluate the test data to 
find the best model using the confusion matrix. Tables 6 and 7 show the evaluation of the test data using 
the confusion matrix on the CNN and VGG-16 models. 
 

Table 6: CNN Confusion Matrix 
 

Actual 
Values 

Measle 4 4 3 
Monkeypox 0 8 2 

Normal 1 1 8 
 Measle Monkeypox Normal 

 Predicted Values 
 

Table 7: VGG-16 Confusion Matrix 
 

Actual 
Values 

Measle 6 3 1 
Monkeypox 0 10 0 

Normal 1 0 9 
 Measle Monkeypox Normal 

 Predicted Values 
 
 
For comparison purposes, from Tables 6 and 7, the researcher converted the confusion matrix into a value 
form for testing accuracy, precision, and recall. Figure 10 shows a comparison of the test accuracy, 
precision, and recall of the two models. 
 
 
 
 
 
 
 
 
 
 

VGG-16
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Figure 10: Test Performance Comparison 
 
 
CONCLUSION AND RECOMMENDATIONS  

From the results, the researchers concluded that the VGG-16 method was better at classifying Measles and 
Monkeypox disease than CNN. Even though VGG-16 provides quite a long processing time compared to 
CNN but VGG-16 has the best performance. It is evidenced by the high accuracy of training, low loss in 
the model, and high accuracy of testing reached a value of 83.33%. In addition, the precision and recall 
values of the VGG-16 model reached 84.21% and 83.33%. Suggestions for further research are to try the 
Voting Classifier algorithm on this dataset model to improve the performance of the best model from the 
majority vote. Researchers hope that the model can facilitate the diagnosis, treatment, and monitoring of 
the progress of Measles and Monkeypox diseases. The model can also assist in the planning and 
management of health systems, as well as in research in medicine and epidemiology. 
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