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The current study had three goals: (1) to investigate
strategies, tactics, and errors as predictors of success
and failure under uncertainty following the dynamic deci-
sion making (DDM) and complex problem solving (CPS)
framework; (2) to use observation and to examine its re-
liability and potential as a data collection method when
using microworlds; and (3) to investigate the applicability
and validity of a microworld developed in the West, to
an Asian sample. One hundred three participants in the
Philippines took the role of fire chief in the microworld
WINFIRE (Gerdes, Dérner, & Pfeiffer, 1993). Their
strategies, tactics, and errors were observed and coded
by experimenters as they worked individually on the sim-
ulation twice. Results showed that (1) DDM strategies,
tactics, and errors predicted success and failure in WIN-
FIRE, and strategies and tactics that led to success in-
creased while errors decreased over time; (2) strategies,
tactics, and errors can be validly assessed through ob-
servation by experimenters, specifically that two types of
decision makers were identified: the active, flexible, and
big picture planners and the slow or cautious, and single-
focused decision makers; (3) these findings together with
participants’ survey ratings speak for the applicability of
the microworld in an East Asian sample and for its va-
lidity. Findings are potentially relevant for experts and
for training programs, highlighting the benefits of virtual
environments during DDM.

Keywords: strategy, tactic, dynamic decision making, complex
problem solving, naturalistic decision making, errors, success, cog-
nitive biases, microworld, uncertainty, virtual environment, culture

he fire chief has a problem. Fires are spreading in
the forest near the city, and with the current wind
strength and direction, they will most likely move toward
the city. This is not the only problem, however. North of
the city, in the forest, there are several small fires start-
ing due to the extreme summer heat. What can the fire
chief do? What strategy will the fire chief choose? Should
the fire chief distribute the firefighting units and give them
commands to quickly extinguish the fires, or order them
to clear an area close to the city to stop the fires from
spreading? Should the fire chief focus on the most urgent
fire first, or try to deal with all the fires at the same time?
We presented participants with this situation simulated as
a virtual environment in order to observe their strategies,
tactics, and errors.
Developing and selecting successful strategies and tac-
tics and avoiding errors are important to daily life. A
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strategy provides a general framework for action, for ex-
ample: Focus on the main fire first. Strategies can be
defined as broad directions to meet long-term goals (Giiss,
2000) and provide answers to the questions: “What do I
want to accomplish and why?” Tactics, which are more
specific, address short-term goals by constructing and ex-
ecuting short-term plans to implement a strategy (Bonis-
sone, Dutta, & Wood, 1994), for example, Since the fire
is strong, send three fire trucks to the fire. Tactics answer
the question: “How can I get things done under the given
circumstances?” Both levels, strategic and tactical, are cru-
cial for successful action: tactics are used to react quickly
to environment changes, whereas strategic plans provide
more continuity.

Strategies play an important role in complex real life de-
cision making, yet it has been problematic to link them to
success or failure, or to describe them as errors or biases.
One reason for the difficulty in analyzing errors and success
of strategies is related to methodological problems. First,
many analyses of errors in naturalistic contexts are retro-
spective (e.g., Reason, 1990). One starts with the negative
unintended outcome and tries to identify errors that led to
this outcome. Such post-accident analyses can fall for the
hindsight bias, i.e., in hindsight it seems easy to identify the
strategy that led to failure, when at the time the situation
actually occurred, the outcome was not easily foreseeable
(Fischhoff, 1975). Further, it is possible for bad outcomes
to happen as a consequence of sound decision strategies.
Also, given that human beings are part of, and act within
complex, uncertain systems, it is difficult to identify one
specific cause of error (Lipshitz, 2005). Some researchers
argue that errors cannot easily be detected in dynamic en-
vironments due to unclear links of causation in the system
(e.g., Flach, 1999; Rasmussen, 1990) or that it is difficult
to define what the right decision strategy is in an ill-defined
situation. As Klein (1999, p. 97) put it, “when we move
to natural settings where we don’t have tight control of
the stimulus conditions we may have difficulty identifying
biases and errors.”

This and other methodological problems have been rec-
ognized by Montgomery, Lipshitz, and Brehmer (2005,
p. 10), who summarized the state of naturalistic decision
making NDM methodology and argued, “NDM still lacks
generally accepted criteria of rigor that are suitable for its
particular nature. Such criteria are essential for guiding
the design of good research and the evaluation of research
outcomes.” However, this linking of strategies to success or
failure is an important task. For instance, survey results
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have shown that over 70% of accidents in medicine, avia-
tion, and various industries — and this is a conservative es-
timate — can be attributed to human error (Cook & Woods,
1994). Therefore, the ability to identify successful strate-
gies, tactics, and errors in decision making is key. Exactly
this can be done with complex and dynamic computer-
simulated problem scenarios used in the field of complex
problem solving CPS and dynamic decision making DDM
(Dorner, 1996; O’Neil & Perez, 2008). The pitfalls of natu-
ralistic error and strategy analysis such as being retrospec-
tive, hindsight bias, lack of control, and questionable links
of causation can be avoided with standardized computer-
simulated problem scenarios. Thus, the main goal of this
article is to assess strategies, tactics, and errors empiri-
cally in a laboratory situation. Like a few researchers in
the past, our study investigated strategies, tactics, and er-
rors over time, related them to performance, but unlike
those researchers, we used observation as a method.

Strategies in Dynamic Decision Making (DDM)
and Complex Problem Solving (CPS)

There has been recent interest in using virtual environ-
ments (also called microworlds or simulations, these terms
will be used synonymously) to study strategies in the
fields of DDM and CPS (e.g., Baker & Delacruz, 2008;
Brehmer, 2004; Funke, 2003; Giiss, Tuason, & Gerhard,
2010). Schmid, Ragni, Gonzalez, and Funke (2011) dis-
tinguished between the DDM and CPS research tradi-
tions. According to the authors, CPS refers to research
mainly conducted in Europe (Broadbent, 1977; Dorner,
1980; Frensch & Funke, 1995) where the primary goal
is to investigate how naive subjects deal with complex,
nontransparent, and dynamic problems simulated as mi-
croworlds. The term DDM is more frequently used in the
North American tradition (e.g., Gonzalez, 2005), but is
similar to CPS in that it also focuses on environments con-
sisting of connected variables that change over time. Ad-
ditionally, the DDM tradition might use simpler simulated
problems. This does not mean, however, that it is easy
for participants to solve them. In fact participants often
do very poorly (e.g., Funke, 1991; Strohschneider & Giiss,
1999).

Using computerized simulations or microworlds in the
study of CPS and DDM, it is possible to develop com-
plex theories of human thought and behavior (e.g., Dorner,
1999; Dérner & Giiss, 2013) and to adequately identify
which strategies in a specific situation will be more likely
to lead to success and which to failure. In microworlds
(Brehmer & Doérner, 1993; Frensch & Funke, 1995; Funke,
2003; Gonzalez, 2005; Schmid, Ragni, Gonzalez, & Funke,
2011), a participant is confronted with a complex, uncer-
tain, and dynamic problem situation and performance is
assessed by automatically recording and saving to a com-
puter file each decision the participant makes, along with
changes in the system state. Predictors of individual differ-
ences in DDM and CPS and their relation to performance
have been widely studied, such as intelligence (e.g., Rigas
& Brehmer, 1999; Strohschneider, 1991; Wenke, Frensch,
& Funke, 2005), personality variables (e.g., Schaub, 2001),
or problem-relevant domain-specific knowledge (e.g., Putz-
Osterloh & Lemme, 1987). Such studies have certain lim-
itations, as solely focusing on performance outcomes will
not reveal details about the DDM process (Spector, 2008).

Therefore, some DDM and CPS researchers have sug-
gested using these computer protocols to examine behavior
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patterns (Fischer, Greiff, & Funke, 2012; Strohschneider
& Giss, 1999), or strategies (Schoppek & Putz-Osterloh,
2003; Wiistenberg, Greiff, Molndr, & Funke, 2014), or
common tactical failures (e.g., Dorner, 1996; Ramnarayan,
Strohschneider, & Schaub, 1997). Thus, the goal of the
current study is to address the need expressed by re-
searchers to study strategies and errors systematically,
specifically their role in DDM (e.g., Qudrat-Ullah, 2008,;
Schoppek & Putz-Osterloh, 2003). With particular focus
on the process of DDM (as opposed to the relationship of
individual differences to outcomes), the current study in-
vestigated strategies, tactics, and errors leading to success
or failure by observing participants as they worked on a
microworld. We will discuss our research using the term
DDM, although the microworld WINFIRE has been used
in both the CPS and DDM tradition.

It was postulated that strategies and tactics would be
adapted to the situation over time. Successful strategies
and tactics would increase in frequency and errors would
decrease in frequency. Before discussing specific strategies,
tactics, and errors, we will describe the WINFIRE simula-
tion in detail, to illustrate its demands and constraints.

Demands of the WINFIRE Simulation

In the microworld WINFIRE (Gerdes et al., 1993), a par-
ticipant takes the role of a fire-fighting commander who
tries to protect cities from approaching fires, put out exist-
ing fires, and save the forest. Similar fire simulations, e.g.,
NewFire or the Firechief simulation in Australia (Omodei,
McLennan, Elliott, Wearing, & Clancy, 2005) or C3Fire in
Sweden (Granlund, 2003; Johansson, Trnka, Granlund, &
Gotmar, 2010) have been used by other researchers focus-
ing more on the results and the influence of outside vari-
ables (such as personality traits or intelligence) or simula-
tion variations than on decision-making process analyses.

Simpler versions of the FIRE scenario have been used in
previous research to investigate DDM strategies. Schoppek
(1991), for example, administered the scenario five times
to 22 German participants, analyzed strategies in the log-
files (e.g., duration of scenario, number of commands and
other, more sophisticated indices, such as initial distribu-
tion of fire-fighting units) and showed that a variety of
problem-solving operations correlated with the use of mul-
tiple learning strategies to prepare for exams. Dorner and
Pfeifer in Germany (1991) compared 20 participants who
worked under the stress of sound to 20 participants who
worked without stress on five versions of FIRE. They found
that although the two groups did not significantly differ in
performance, they showed different strategic approaches,
such that stressed participants, for instance, gave more goal
commands to individual units and fewer goal commands to
several units. In their study, the relationship between dif-
ferent strategic behaviors and performance, however, was
not examined.

The design of the current WINFIRE scenario requires
participants to distribute their resources, puts the decision
maker under time pressure and requires quick and decisive
actions. According to the microworld criteria discussed
previously, WINFIRE is moderate in complexity (consists
of many variables), high in dynamics (develops in a nonlin-
ear way ), and moderate in transparency (unknown new fire
locations and unforeseen wind changes). Specifically, the
complexity results from having to select from four main
(and three other) command options for each of 12 units
at any given time. WINFIRE is highly dynamic because
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the situation changes even without any intervention from
the participant; in 11 minutes, 15 fires break out at pro-
grammed times and changes in wind direction and strength
are programmed as well. WINFIRE is moderate in trans-
parency because fires start at staggered unknown times and
locations.

The presumed DDM core strategies in WINFIRE con-
sist of assessing situations quickly and identifying crucial
situations, prioritizing, flexible planning that considers re-
source allocation and situational demands, and quick deci-
sion making which takes long-term effects into account to
avoid further escalation of the problems.

Participant Observation

Extant research describing dynamic decisions in a FIRE
simulation (Dérner and Pfeifer, 1991; Schoppek, 1991), re-
ferred to decisions of participants automatically saved in
log files. These log files accurately reflect each decision
of every participant. One disadvantage of these log files
is that they mostly indicate tactics and system data (e.g.
number of commands, duration of a simulation), as op-
posed to strategies.

The current study attempted to use observation in or-
der to assess tactics and strategies (like some in Schoppek’s
log-file analysis, 1991) using a bigger sample size. Using
observation, one can assess a decision in relation to a spe-
cific context as shown on the computer screen. Using one
helicopter can be “good” or “bad”. It depends on the con-
text, for example, of how big a fire is or how distant the
helicopter is from the fire and if there are other nearby units
that would be available. This context is sometimes missing
if one solely analyzes the log files. Whereas observation is
one of the key methods used in analyzing naturalistic de-
cision making NDM in the field (e.g., Lipshitz, 2005), it
has been rarely used to assess strategies and tactics in the
study of microworlds in the laboratory. Thus another goal
of the current study is to assess the applicability of partic-
ipant observation as a method of data collection using the
WINFIRE scenario.

The Selection of DDM Strategies

The key demands of WINFIRE are related to situation as-
sessment, planning, and decision making under time pres-
sure and ever-changing conditions. Both planning and de-
cision making are probably the key steps in the DDM pro-
cess (e.g., Dorner, 1996; Funke, 2010). Planning can be
defined as the development of a course of action aimed at
achieving a goal (Giiss, 2000; Hayes-Roth & Hayes-Roth,
1979). Decision making, then, refers to the selection and
execution of a course of action. Participants have to take
the described constraints in WINFIRE (e.g., slow moving
trucks, wind strength and wind direction, lack of water)
into consideration and plan how to distribute and allocate
their resources to mitigate forest fires.

To identify potentially successful and unsuccessful
strategies for the current study, we used both top-down
(theoretically guided) and bottom-up (empirically guided)
approaches; top-down, because theoretically they are based
on the planning and decision-making steps of DDM;
bottom-up because strategies, tactics, and errors are trig-
gered by the context of WINFIRE and were operational-
ized and identified within this context. The strategies, tac-
tics, and errors were observed when participants worked on
the simulation in pilot studies.
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The following set of four strategies and tactics are re-
lated to planning because they involve decisions based on
predictions about future developments of the system envi-
ronment — whether more proactive general strategic plan-
ning or more reactive tactical planning in specific circum-
stances. The planning strategies and tactics were expected
to correlate positively with success (i.e., percent of remain-
ing forest area at the end of the simulation).

The second set consists of four errors because they in-
volve immediate decisions that are not adapted adequately
to the current state of the environment. The errors were
expected to correlate negatively with success. One excep-
tion was the strategy “Effect control and flexible strategy.”
We could not make a clear prediction because a sudden
change in behavior pattern can be either positively or neg-
atively associated with performance depending upon the
change.

Planning Strategies and Tactics

o Proactive strategic planning: Active distribution of
units, operationalized as distribution of fire-fighting
units before the first fire starts in cycle 4 and use of
patrol command that makes units patrol a specified
area independently throughout the simulation. This
strategy is expected to correlate positively with per-
formance as it takes time for units to travel from one
location to another. If units are not well distributed
to cover the entire terrain, they may be too far from
an emerging fire, allowing the fire to spread before
they get there and making it harder to contain. The
patrol command can be used to assign areas for units
to patrol independently and search for fires, which can
minimize potential travel time to emerging fires.

o Flexible strategy: Sudden change in behavior pattern,
for example, suddenly selecting several units at once
and giving them the same command. (Previous re-
search has shown how stress can reduce flexibility in
problem solving, e.g., Renner & Beversdorf, 2010.) A
flexible strategy usually indicates the realization that
an executed problem-solving approach did not show
the expected result and a new problem-solving strat-
egy has been executed to address the problem situa-
tion.

e Tactical Planning: Number of helicopters sent to a
fire in the first 10 seconds after it starts. When a fire
starts, a participant needs to plan. The participant
has to detect the fire, have the goal to extinguish the
fire, predict how long it takes a unit to reach the goal,
predict spreading of fires due to wind. The participant
must select one or more units (depending on their
location and the strength of a specific fire), give them
the goal command, and indicate where they need to

The participant must consider the length of
units’ travel times, the wind direction, and spreading
of the fires, and decide upon the appropriate number
of units to send to a fire to control it without having
too many units in one place, leaving areas vulnerable
to other emerging fires.

move.

o Tactical Planning: Number of trucks sent to a fire in
the first 10 seconds after the fire starts.

Decision-Making Errors

o Single-focus strategy and lack of multi-tasking: Num-
ber of decisions related to one fire only and not to
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other fires burning more than 5 seconds (counted
for each of the 9 observation cycles where new fires
started, minimum 0, maximum 9). (Multitasking has
been described as crucial for many dynamic tasks,
e.g., Hunt & Joslyn, 2000; Salvucci & Taatgen, 2008.)
While focusing on one fire, one cannot neglect the
other burning fires.

e Incorrect order or function of commands: Number of
tactical decision-making errors, such as sending a unit
to a fire and forgetting to click the extinguish com-
mand, or mixing up commands such as clicking the
patrol command instead of the extinguish command
when attempting to extinguish a fire, or clicking on ex-
tinguish without selecting a specific fire-fighting unit
to receive the command. (These errors are related to
slips and lapses as described by Reason, 1990; slips
are actions that are carried out but not in the in-
tended way, and lapses are omissions in a sequence
of actions.) Commands have to be given in a certain
form and sequence. Tactical mistakes in executing
commands will not lead to the intended results.

e Perceptual inaccuracy leading to inappropriate ac-
tion: Number of units sent to a burned field. (Once a
forest area has burned, it will remain grey, thus, send-
ing units to burned areas instead of burning areas is
a waste of resources and will have no effect.)

o Lack of foresight and impulsivity: Number of distant
units sent to a fire instead of nearby units. (Other
research has shown that impulsivity was related to
lower performance and higher response frequencies in
a dynamic task, Quiroga, Martinez-Molina, Lozano,
& Santacreu, 2011.) As previously mentioned, it takes
units a relatively long time to travel to a fire location.
We observed participants who, perhaps due to stress,
sent distant units to a fire when they could have sent
a unit nearby. By the time the unit reached the fire,
the fire had spread.

Cultural Applicability

Although several cross-cultural studies in the field of DDM
exist (e.g., Giiss, Tuason, & Gerhard, 2010; Strohschneider
& Giss, 1999), most of the research has been conducted
in Western Europe and the United States. For psychology
as a science, it is imperative, however, to study individu-
als across the world and to test theories and methods in
various cultural and ethnic groups. Using the WINFIRE
simulation, research has shown that already the problem
perception differs among participants from different coun-
tries (Giiss, Glencross, Tuason, Summerlin, & Richard,
2004). Brazilian participants, for example, perceived FIRE
as more complex and more difficult compared to Indian and
US participants.

The current investigation of DDM strategies and tactics
and errors, was conducted with an Asian sample, specifi-
cally in the Philippines. The applicability and validity of
a microworld in the Filipino sample will be investigated.
Besides gathering WINFIRE data and analyzing observa-
tion data, survey questions about the simulation will be
distributed to assess what participants think of the simu-
lation.

Goals of the Current Study

In summary, the current study has three goals. First, the
current study addresses a need to systematically investi-
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gate strategies, tactics, and errors in DDM over time and
as predictors of performance. The four planning strategies
and tactics are expected to correlate positively with perfor-
mance and the four decision-making errors are expected to
correlate negatively with performance. Second, as obser-
vation is used as a method to assess strategies, tactics, and
errors in their context, the study aims to examine the reli-
ability of observation, and its potential as a data collection
method. Third, to increase generalizability of the findings,
the applicability and validity of the microworld WINFIRE
developed in the West, is tested in an Asian sample.

Method

Participants

Participants were 103 undergraduate students with
various majors of study, from two universities in the
northern Philippines. Fifty-nine percent of the partic-
ipants were female, 41% were male. Their ages ranged
from 18 to 35 years (M = 20.0, SD = 2.59). Computer
simulation data from seven participants were incom-
plete (i.e., from 6 participants we have only one of two
Fire data sets, from one participant none of the two
Fire data sets were saved). We have observation data
from all, but one participant. When initially perfor-
mance was regressed on strategies and tactics, three
outliers in Fire A and three in Fire B were deleted due
to their Mahalanobis and Cook’s distances. Thus the
final data set was 96 participants in Fire A and Fire
B.

Instruments

WINFIRE. WINFIRE (Gerdes et al., 1993) was used
as research instrument and was already briefly de-
scribed in the introduction. On the computer screen in
WINFIRE, participants see the forest, cities, red fire-
fighting trucks, yellow helicopters, lakes, and a black
stony area, and the command options. If fire-fighting
units can extinguish a burning field in time, the field
will remain green. If they come too late, the field
will be completely burned and will turn grey. Wind
strength and direction determine how fast fires will
spread and in which direction.

Participants are given eight command options. By
selecting a unit and clicking the goal command, par-
ticipants can send a unit to a specific location, for
example, to a fire, or to a lake to fill up water. When
units receive the search command, they independently
search for fires in their vicinity. Units that receive the
extinguish command extinguish fires, and units that
receive the clear command cut trees to create a bar-
rier to prevent spreading of fires. The performance
criterion in WINFIRE is proportion of saved forest at
the end of the game. At the end of each time step, the
percentage of unburned forest is determined and saved
in a computer file.

The 11-minute WINFIRE simulation consists of 111
time steps (trials), each lasting 6 seconds, after which
the proportion of burning forest is updated. For the

JDDM | 2015 | Volume 1 | Article 3 | 4


http://dx.doi.org/10.11588/jddm.2015.1.13131

Giiss et al.: Strategies, tactics, and errors

participants, the situation seems to develop continu-
ously. During the first 2 minutes of the simulation,
no fires start, giving participants time to familiar-
ize themselves with the situation and to distribute
fire trucks and helicopters strategically. Then a few
small fires start, which can be contained easily because
there is little wind. After 4 minutes of the simulation,
fires start simultaneously and spread because of wind
strength. In total, 15 fires (some starting on neighbor-
ing fields) are programmed to start at different times.

The same simulation was played twice by each par-
ticipant because we were interested in seeing whether
and how strategies, tactics, and errors would change
between WINFIRE A and B. WINFIRE A and WIN-
FIRE B were exactly the same simulation; due to its
difficulty, participants performed very poorly in WIN-
FIRE A. Without any intervention, 45.18% of the for-
est would be saved at the end of the simulation. Over-
all, participants saved 50.06% (SD = 8.89) of the for-
est in WINFIRE A. If we excluded the 4 outliers whose
performance scores were more than 2 standard devia-
tions above the mean during WINFIRE A, the propor-
tion of saved forest at the end of WINFIRE A would be
only 48.44 (SD = 4.00). Thus, the simulation was very
difficult for the participants, even after reading the in-
structions and practicing in a test game. Despite the
simulation’s difficulty, participants’ performance im-
proved in the second simulation. They saved 63.18%
(SD = 17.83) of the forest at the end of the WINFIRE
B game. Thus, using the same simulation twice was
necessary to see how well participants performed and
whether they tried the same or different strategies or
tactics, or made the same or different errors.

Coding system and Training. Experimenters were
trained to identify the 4 planning strategies and tactics
and 4 decision-making errors, and to code them accu-
rately. The two authors trained the three Filipino ex-
perimenters on the coding system. The training, which
took a period of 1 week consisted of doing practice cod-
ing together as a team, and then coding individually
and assessing the reliability of the coding. For each
participant, 2 experimenters seated behind them when
they worked on WINFIRE and used the coding system
to code each decision participants made and certain
predefined resulting events. The 11-minute WINFIRE
time was divided into 22 cycles, each lasting 30 sec-
onds (a time step in WINFIRE lasted 6 seconds). At
cycles 4, 5, 7, 9, 10, 12, 13, 14, and 15, fires started.
The strategies and tactics coded were described in the
introduction.

Interrater reliability was always calculated for the
two experimenters present at each observation exper-
iment. Percent of agreement and Kappa were calcu-
lated. According to Fleiss (1981), a Kappa between
.40 and .60 is fair, between .60 and .75 is good, higher
than .75 is excellent. Overall, the Kappas ranged from
fair to excellent (see Table 1).
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Procedure

Initially, each participant received a 3-page instruc-
tion sheet explaining the context of WINFIRE and
the command options, including a screenshot. Par-
ticipants kept the sheet for the experiment duration.
After reading the instructions, participants played a
10-minute test version of the WINFIRE simulation to
familiarize themselves with the commands and screen.
Two experimenters were seated about 3 feet slightly
behind the participant and were instructed to explain
the commands in the test game and to answer ques-
tions participants might have regarding the nature of
the commands. However, experimenters were not al-
lowed to give any form of advice on how to work
or succeed in the simulation. Then, each partici-
pant worked on exactly the same WINFIRE simula-
tion twice. While participants worked on WINFIRE,
experimenters were instructed to observe participants’
mouse clicks and actions on the screen and to fill out
the coding sheet.

Two Kappas raised questions: Kappa .39 for Sudden
change in strategy and Kappa -.02 for Sending unit to
burned field. It is important to consider, however, that
these two strategies were defined and coded as yes/no
compared to the other categories, which were numer-
ical counts. For Sudden change in strategy, the inter-
rater agreement was actually 96%. So 96 times out
of 100, both raters agreed with “no” and 1 time they
agreed with “yes.” Only 3 times out of 100 did one
rater code “yes” and the other “no.” A similar pat-
tern was found for Sending unit to burned field (97%
agreement). Thus, despite the Kappas, the interrater
agreement for these two strategies can be considered
very high. For such a complex coding system, the Kap-
pas and the agreement percentages can be regarded as
highly satisfactory, probably due to the long and in-
tensive training given to the experimenters.

Results

Before we describe strategies, tactics, and perfor-
mance, we would like to briefly provide information
about participants’ perception of the WINFIRE sim-
ulation. The objective characterization of the WIN-
FIRE problem situation as moderate in complexity,
high in dynamics, and moderate in transparency has
been validated by participants’ subjective perceptions
assessed through rating scales and by participants’
performance. After completing both versions of WIN-
FIRE, participants answered a 28-question survey us-
ing a 7-point Likert scale (1-yes to 7-no) regarding the
characteristics of WINFIRE. Referring only to ques-
tions with extreme mean value ratings above 6 and
below 2, participants perceived that: small actions had
big consequences (M = 1.65, SD = 1.09), the simu-
lation was close to real life (M = 1.80, SD = 0.95),
a single command could have a huge impact (M =
1.92, SD = 1.30), the simulation described a realistic
situation (M = 1.96, SD = 1.14), many factors came
together and influenced each other (M = 1.73, SD
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Table 1. Planning strategies and tactics and errors and their operationalizations and interrater reliability.

Percent Kappa
Agreement
Planning strategies and tactics
Proactive strategic planning: Active distribution of units and use of patrol command 95.6 % 0.71
Effect control and flexible strategy: Sudden change in behavior pattern 97.0% 0.39
Tactical planning: Number of helicopters sent to a starting fire 90.0 % 0.46
Tactical planning: Number of trucks sent to a starting fire 91.7% 0.78
Errors
Single-focus strategy and lack of multi-tasking: Decisions related to one fire only and not to multiple fires 95.6 % 0.90
Incorrect order or function of commands: Number of tactical decision-making errors 86.1% 0.73
Perceptual inaccuracy leading to inappropriate action: Number of units sent to a burned field 96.7 % -0.02
Lack of foresight and impulsivity: Number of more distant units sent to a fire instead of nearby units 93.3% 0.42

= 0.97), and it was important to be successful in the
game (M = 1.67, SD = 1.04).

Predictive Validity: Correlations between
Strategies, Tactics, and Errors and Overall
Performance in WINFIRE A and WINFIRE B

In order to measure the predictive validity of the
assessed strategies, their frequencies were correlated
with success in both versions of the WINFIRE sim-
ulation. Success was defined as percentage of forest
saved at the end of the simulation. Success was better
in WINFIRE B (M = 63.18, SD = 17.83) compared
to WINFIRE A (M = 50.06, SD = 8.89), as a paired
samples t-test showed, t(91) = -7.42, p < .001, with
a large effect size, Cohen’s d = .68. The correlation
between performance in WINFIRE A and WINFIRE
B was r = .34, p < .001.

We controlled for potential covariates such as com-
puter skills, years using a PC, and problems with using
the mouse. None of these correlated significantly with
success. Therefore, they were not included as covari-
ates in further analyses.

Table 2 shows the correlations between strategies
and success in WINFIRE A and WINFIRE B. It was
expected that the first four planning strategies and
tactics would be successful and correlate positively
with success in both WINFIRE versions and that the
second set of four errors would be unsuccessful and
correlate negatively with success in both WINFIRE
versions. None of the expected correlations was signif-
icant for WINFIRE A (we excluded 4 extreme outliers
for this analysis — participants UB02, UB17, UB23,
and SLU23, whose performance was higher than 70%
of saved forest area). The non-significant correlations
are probably due to a floor effect with 70% of all partic-
ipants in WINFIRE A having a performance between
41% and 49% of saved forest area. For WINFIRE B,
6 of the 8 correlations were significant; of these 6 cor-
relations, 2 were medium and 3 were large (Cohen,
1988). The direction of all WINFIRE B correlations
was as expected with the exception of Sending more
distant unit to a fire. One would expect this to be a
tactical mistake. It makes more sense and is more eco-
nomical to send a unit that is close to a fire to the fire
location. Further examination revealed that sending a
more distant unit to a fire correlated positively with
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number of trucks (r = .24, p = .02) sent to a starting
fire. These data indicate that participants corrected
their mistake and sent other trucks with the distant
unit to the fire. Although this is an error, in terms
of performance, it was regarded as successful because
ultimately, the participants were still sending units to
a fire. They sent other closer units after sending the
distant ones first and realizing that the far units are
relatively slow.

Two strategies and tactics did not correlate signifi-
cantly with success in either WINFIRE version: Sud-
den change in strategy and Sending unit on burned
field, possibly due to their frequency, i.e., below 2 in
both WINFIRE simulations (see Figure 1). Addition-
ally, Sudden change can be either positively or nega-
tively related to performance depending on the change
made.

WINFIRE A: Cluster Analysis

In a next step we conducted cluster analyses for WIN-
FIRE A and WINFIRE B to determine specific sub-
groups in our sample according to strategies and tac-
tics used and to determine how well the selected strate-
gies and tactics predicted success in WINFIRE A. As
for the correlations before, we also excluded 4 extreme
outliers for the cluster analysis — participants 2, 16,
22, and 54, whose performance was higher than 70%
of the saved area. We used the two step cluster anal-
ysis approach, because we did not know the number
of clusters in advance, because it is a relatively robust
technique, and because it is a novel method that ad-
dresses weaknesses of the k-means clustering method
and the hierarchical clustering method (Bacher, Wen-
zig, & Vogler, 2004). Although two step cluster anal-
ysis is a method that can also incorporate categorical
independent variables, according to the authors, it per-
forms especially well if all variables are continuous. In
our study we used eight variables, all of them being
continuous.

The cluster analysis for WINFIRE A results in 2
clusters. Cluster 1 comprises 37.4% (N = 34) of the
participants and cluster 2 comprises 62.6% (N = 57) of
the participants. The two most influential predictors
were Tactical planning: Number of trucks sent to a
starting fire (importance = 1.00) and Proactive strate-
gic planning: Active distribution of units and use of
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Table 2. Planning strategies and tactics and errors and their Pearson correlations with performance in WINFIRE A and WINFIRE B.

Performance in  Performance in

WINFIRE A WINFIRE A

Planning strategies and tactics

Proactive strategic planning: Active distribution of units and use of patrol command .16 31

Effect control and flexible strategy: Sudden change in behavior pattern .05 12

Tactical planning: Number of helicopters sent to a starting fire 12 H8***

Tactical planning: Number of trucks sent to a starting fire .07 Hh***
Errors

Single-focus strategy and lack of multi-tasking: Decisions related to one fire only and not to .02 - 4T

multiple fires

Incorrect order or function of commands: Number of tactical decision-making errors -.13 -.25%

Perceptual inaccuracy leading to inappropriate action: Number of units sent to a burned field .04 -.15

Lack of foresight and impulsivity: Number of more distant units sent to a fire instead of nearby —.15 .18

units

Note. T p < .09. * p < .05. ** p < .01. *** p < .001.

patrol command (importance = 0.75). The means of
the 4 strategies and tactics and 4 errors in the two
cluster groups are represented in Table 3. We can
characterize group 1 as active, flexible, and big picture
planners and decision makers. Group 2, which consists
of almost two thirds of the participants, can be charac-
terized as slow or cautious, and single-focused decision
makers. Comparing the performance of cluster group 1
(M =49.11, SD = 5.03) and group 2 (M = 48.07, SD
= 3.23) using an independent samples t-test, group 1
did not perform better than group 2, ¢(88) = 1.19, p =
.24. With the exceptions of sending a distant unit to
fire and sending unit on burned field, the means con-
firm the hypotheses regarding correlations of strate-
gies, tactics, and errors with performance.

Looking at the results and means of the two clus-
ter groups one could have the impression that action
leads to success. Simple activity, however, defined as
total number of commands given to units during the
WINFIRE simulation, did not correlate significantly
with success. This correlation was r = .12, p = .23
for WINFIRE A and r = .11, p = .28 for WINFIRE
B, showing further that it was the specific strategies,
tactics, and errors, and not simply sending many units
around, without plan or focus, that predicted success.

WINFIRE B: Cluster Analysis

Another two step cluster analyses was conducted for
WINFIRE B. The cluster analysis also resulted in 2
clusters. Cluster 1 comprises 36.8% (N = 35) of the
participants and cluster 2 comprises 63.2% (N = 60) of
the participants. The two most influential predictors
were Single-focus strategy and lack of multi-tasking:
Decisions related to one fire only and not to multi-
ple fires (importance = 1.00) and Incorrect order or
function of commands: Number of tactical decision-
making errors (importance = 0.37). The means of the
4 strategies and tactics and 4 errors in the two cluster
groups are also represented in Table 3. Group 1, which
consists of about one third of the participants, can be
characterized as slow or cautious, and single-focused
decision makers (similar to group 2 in WINFIRE A).
We can characterize group 2 (which is now the higher
performing group as we will see, and similar to group
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1 in WINFIRE A) as active, flexible, and big picture
planners and decision makers. Comparing the perfor-
mance of cluster group 1 (M = 54.88, SD = 11.72)
and group 2 (M = 68.35, SD = 19.03) using an inde-
pendent samples t-test showed that group 2 performed
significantly better than group 1, ¢(91.84) = -4.25, p
< .001. With the exception of sending distant unit to
fire, all the means of the other 7 variables reflect the
hypotheses on which strategies and tactics and which
errors should correlate with performance.

Changes between WINFIRE A and WINFIRE B

Comparing WINFIRE A and WINFIRE B, an inter-
esting question is to what extent participants stay in
the respective successful and non-successful clusters,
and if participants move from the non-successful clus-
ter to the successful cluster. Results of a Chi-square
test show marginal significant changes, x? (df = 1,
N = 89) = 2.65, p = .10. Most of the participants
who were successful in WINFIRE A were also success-
ful in WINFIRE B (N = 24 out of the 33, see Table
4). Nine out of the 33 were successful in WINFIRE
A and weak in WINFIRE B. Less than one third of
all participants performed poorly in WINFIRE A and
also in WINFIRE B (N = 25). What is interesting
to note is the group that performed poorly in WIN-
FIRE A, but then performed well in WINFIRE B (N
= 31). All in all, roughly one third of all participants
performed poorly in both WINFIRE simulations, one
third performed well in both WINFIRE simulations,
and one third improved their performance, where they
first performed poorly in WINFIRE A and then got
better in WINFIRE B.

Strategies, Tactics, and Errors in WINFIRE A and
WINFIRE B

The means of the strategies, tactics, and errors in the
first and second WINFIRE simulation are presented
in Figure 1 and Table 5. The four planning strate-
gies and tactics to the left were expected to enhance
success (with the exception of “Effect control and flex-
ible strategy”), while the four errors to the right were
expected to be detrimental to success.
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Table 3. Means of the tactics and errors for the 2 Custer groups in WINFIRE A and WINFIRE B (2 separate cluster analyses). The two
cluster groups in both WINFIRE A and WINFIRE B differ on all 8 strategies, tactics, and errors, except the ones in the grey underlined

fields.
WINFIRE A WINFIRE B
Group 1 Group 2 Group 1 Group 2
Planning strategies and tactics 37.4% 62.6 % 36.8% 63.2%
Proactive strategic planning: Active distribution of units and use of patrol com- 1.94 0.30 2.26 2.60
mand
Effect control and flexible strategy: Sudden change in behavior pattern 0.62 0.16 0.49 1.27
Tactical planning: Number of helicopters sent to a starting fire 1.85 0.56 1.11 2.92
Tactical planning: Number of trucks sent to a starting fire 5.62 1.70 3.06 6.65
Errors
Single-focus strategy and lack of multi-tasking: Decisions related to one fire only 3.85 4.28 5.80 1.15
and not to multiple fires
Incorrect order or function of commands: Number of tactical decision-making 14.79 20.98 15.20 6.97
errors
Perceptual inaccuracy leading to inappropriate action: Number of units sent to a 0.76 0.49 0.89 0.27
burned field
Lack of foresight and impulsivity: Number of more distant units sent to a fire 1.06 0.09 0.43 1.07

instead of nearby units

Table 4. Distribution of poor and strong performance according to
the two clusters in WINFIRE A and WINFIRE B.

Cluster WINFIRE B

“weak” “strong”
performance  performance  Total
Cluster WINFIRE A
“strong"” performance 9 24 33
“weak" performance 25 31 56
Total 34 55 89

Results showed that the four successful planning
strategies and tactics to the left increased in WIN-
FIRE B compared to WINFIRE A, and the two most
frequent errors to the right decreased from WINFIRE
A to WINFIRE B. The most frequent category was
Number of tactical errors, for example, sending a unit
to a fire and forgetting to click the extinguish com-
mand or clicking extinguish without selecting a specific
firefighting unit to receive the command.
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Figure 1. Means of the strategies, tactics, and errors in WINFIRE
A and WINFIRE B.
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Strategies, Tactics, and Errors in Different Cycles
of WINFIRE A and WINFIRE B

To further investigate decision making during a dy-
namic task, researchers have shown that it is benefi-
cial to scrutinize the task and look at specific parts
and events (e.g., Sohn, Douglass, Chen, & Anderson,
2005). Figure 2 shows the development of success-
ful planning strategies and tactics over time in both
WINFIRE simulations. Figure 3 shows the develop-
ment of errors over time in both WINFIRE simula-
tions. We expected successful planning strategies and
tactics to increase, i.e., to be higher in WINFIRE B
than in WINFIRE A (Figure 2). Indeed, the three
expected planning strategies and tactics increased in
WINFIRE B. Comparing the frequency of planning
strategies and tactics in both WINFIRE simulations
(calculating repeated measures ANOVAs and report-
ing only the main effects for WINFIRE version), units
were more actively distributed at the beginning of the
simulation and received more patrolling commands,
F(1,188) = 30.23, p < .001, 72 = .14; tactical plan-
ning was more frequent, i.e., the use of helicopters,
increased, F'(1,188) = 12.17, p = .001, 772 = .06, and
more fire-fighting units were sent to fires, F'(1,188) =
11.34, p = .001, nf, = .06.

We expected errors to decrease, i.e., to be lower in
WINFIRE B than in WINFIRE A. (Figure 3). Tacti-
cal errors decreased and focusing on only one fire also
decreased comparing the first and second WINFIRE
simulations. Comparing the development of errors
in both WINFIRE simulations (calculating repeated
measures ANOVAs and reporting only the main effect
for WINFIRE version), the number of tactical errors
declined, F(1,188) = 31.48, p < .001, 72 = .14, and the
focus on fighting several fires simultaneously instead
of only one fire increased in WINFIRE B, F'(1,188) =
7.61, p = .006, ng = .04.
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------- Strategic planning:
Active distribution FireA

------- Strategic planning:

Active distribution FireB
Tactical planning:

Helicopters sent FireA

Tactical planning:

Helicopters sent FireB
= = Tactical planning: Trucks

sent FireA
= == Tactical planning: Trucks
sent FireB

Cycle 18/19
Cycle 20/21

Figure 2. Means of the three most frequent successful planning strategies (solid lines) and tactics (dotted lines) in WINFIRE A (blue)
and WINFIRE B (red). Cycles marked with a red bar indicate the start of new fires.
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Figure 3. Means of the two most frequent errors in WINFIRE A (blue) and WINFIRE B (red). Cycles marked with a red bar indicate the

start of new fires.
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Discussion

The current study had three goals. First, it addressed
a need for a systematic and precise investigation of
strategies, tactics, and errors in DDM over time re-
lating those to performance. Second, the potential
of observation as a method in DDM was examined.
Third, the applicability and validity of a microworld
developed in the West was investigated in an Asian
sample.

Strategies, Tactics, Errors, and Performance

Results showed interesting patterns in strategies, tac-
tics, and errors specifically referring to planning and
decision making. For example, tactical decision-
making errors were quite frequent under this time pres-
sure conditions and sudden change in strategy was
rarely observed. Participants mostly stuck to what
they did, and did not change their strategic approach,
so that one third of all participants was consistent in
their poor performance and another third was consis-
tent in their good performance. This finding is con-
sistent with other research highlighting mental sets,
i.e., a fixed way to solve problems (e.g., Luchins &
Luchins, 1959). Specifically for the third of partici-
pants who performed poorly both times, this shows
the lack of strategic flexibility in adapting strategies to
changes in environment (e.g., Cafias, Antoli, Fajardo,
& Salmeroén, 2005). The last third of our participants,
the group whose performance improved, switched from
a slow, cautious, and single-focused strategy to an ac-
tive and flexible strategy. This confirms what Ras-
mussen (1990, p. 458) pointed out as a necessity,
“dynamic shifting among alternative strategies is very
important for skilled people as a means to resolve
resource-demand conflicts.”

The observed strategies, tactics, and errors corre-
lated with performance in the expected direction in
WINFIRE B and could explain variance in perfor-
mance. Correlations and cluster analyses revealed that
successful participants compared to unsuccessful par-
ticipants showed more proactive planning, more ac-
tive decisions, more multi-tasking, more flexibility, and
fewer decision-making errors (i.e., single-focus strat-
egy, impulsivity, incorrect order). It is important to
highlight that decision-making activity alone did not
correlate with performance. This clearly supports the
notion that what is important is not the number of
activities or responses to a problem per se, but the
intentionality and directedness of the activity to solve
the problem. Results showed the predictive validity
of the postulated strategies, tactics, and errors and
highlight the importance of strategies and tactics in
the problem-solving process (see e.g., Anderson, 2005;
Newell & Simon, 1972; Rieskamp, 2008). One can as-
sume that the successful strategies in WINFIRE will
also lead to success in other complex and dynamic
problem situations. For example, multi-tasking strat-
egy and tactical plans that lead to problem solving suc-
cess were also identified in several other studies (e.g.,
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Blackie & Maharg, 1998). We come back to this point
when we discuss the applicability of our findings.

Observation as a Method in DDM

The second goal for this study was methodological, i.e.,
to investigate whether observation of strategies and
tactics by experimenters can be a robust method in
the field of DDM. Often times, researchers rely on the
saved computer log files of participants to analyze their
behavior (e.g., Giiss & Dorner, 2011; Schoppek, 1991;
Wiistenberg et al., 2014), and while doing so gives per-
tinent data on system and tactics, “bigger contextual-
ized behaviors” and strategies can hardly be captured.
Results of the participants’ observations have shown
that strategies and tactics can be identified and coded,
and thus allow researchers to study DDM processes in
their context as opposed to solely focusing on DDM
outcome or the saved log files. Particularly for this
study, inter-rater agreement was acceptable to high.
Such credibility and reliability in the coding method
is probably due to the time-intensive training received
by experimenters.

Nowadays, although computer programs can be
written to analyze these huge datasets and probably
also some strategies, tactics, and errors as in our case
(see also Wiistenberg et al., 2014), still many strate-
gies, tactics, and errors refer to several variable com-
binations over time in a specific context shown on the
computer screen, and are thereby difficult to program.

Applicability of WINFIRE in an Asian Sample

Most studies involving WINFIRE and similar simu-
lations have been conducted in Australia, Germany,
Sweden or the United States. To increase generaliz-
ability of research findings and to test the applicabil-
ity of WINFIRE, we had a relatively big sample of
students in the Philippines work on the simulation.
One indicator of the applicability of WINFIRE in this
sample is that strategies tactics, and errors correlated
with performance in the expected direction. It was
also possible to distinguish successful from unsuccess-
ful participants in WINFIRE on the basis of their pat-
terns in strategies, tactics, and errors. In WINFIRE A,
the most important predictors of the cluster analysis
were Tactical planning and Proactive strategic plan-
ning. In WINFIRE B, the most important predictors
of the cluster analysis were Multi-tasking and Fewer
tactical decision-making errors. In this Asian sample,
two kinds of planners and decision makers stand out,
those who are active, flexible, and who see the bigger
picture, which therefore perform successfully, and an-
other group who is slow, more cautious, and are fixated
on a single focus, which then performs poorly.
Another indicator of the simulation’s applicability
is the survey data results. All of the objective cri-
teria of WINFIRE are confirmed in the participants’
subjective assessment of the simulation as describing
a realistic situation, where small actions or a single
action had great impact and consequences, and where
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many factors came together and influenced each other
leading to success or failure.

Limitations and Recommendations for Future
Research

Although the current study showed high inter-rater-
reliability of strategy and tactic observation, it could
well be that other operationalizations of strategies in
other simulations could be more prone to inter-rater
bias. Researchers working with microworlds can rely
on observation, and as we did here, concurrently with
saved log files of participants’ decisions and saved
changes in the system to analyze strategies (see e.g.,
Frensch & Funke, 1995; Gonzalez, 2005; Guss, 2011)
or processes (e.g., Koop & Johnson, 2011), and perfor-
mance. Although saved data might not always allow
for investigations of more complex behavior patterns
or strategies, they are certainly highly accurate and re-
liable and allow for different kinds of process analyses
(see Baker & Delacruz, 2008).

We would like to acknowledge that several tactics
that we have operationalized in this study could po-
tentially be derived from log files provided the output
files are programmed accordingly. Correlations among
observations and log file data would add to the validity
of future studies.

Another limitation related to the method of obser-
vation is that strategies, tactics, and errors related to
one decision-making step are easier to observe com-
pared to strategies, tactics, and errors related to an-
other decision-making step. For example, goal defini-
tion can be inferred in WINFIRE by observing par-
ticipants commanding units to go to certain locations.
What cannot be observed, however, is how the partici-
pant came up with this particular goal and whether the
participant had alternative goals in mind or goal con-
flicts. It is similarly hard to observe behavior related
to information collection. For instance, eye-tracking
methodology would be required to collect data on the
specific aspects of the computer screen a participant
focused upon, i.e., which city, which fire trucks, and
which fires. In addition to the saved decision logs, one
could also use thinking-aloud protocols to gain infor-
mation about all decision-making steps (Giiss et al.,
2010). Thus, our focus on the planning and decision-
making steps is partly due to the constraints of the
observation methodology we chose.

Relevance and Applicability of Findings to Training
and Other Domains

The primary focus of WINFIRE is not to simulate ac-
curately all the details of fires and the physical envi-
ronment, but to observe decision making under infor-
mation overload and extreme time pressure (Omodei
et al., 2005, using the Firechief simulation, argued the
same). Thus, one can expect that strategies, tactics,
and errors identified for the WINFIRE context can
also be found and observed in a range of other time-
pressured dynamic situations, such as military or plant
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operations: Tactical planning and being prepared for
an emergency; having flexible and alternative plans
of action in case the current approach is not success-
ful; decisive and quick actions adjusted to the situ-
ational demands; multitasking and dealing with dif-
ferent problems at the same time; avoiding slips and
lapses; information collection and perception of key
problems. These DDM strategies represent domain
general competencies (see also Greiff & Funke, 2009;
Giiss, 2010).

Especially because the WINFIRE simulation has
been used as a powerful training instrument in man-
agement (Motowidlo, Dunnette, & Carter, 1990), in
medicine and aviation (Thomas, 2009), and in team
coordination among fire emergency responders (Toups,
Kerne, Hamilton, & Shahzad, 2011), the findings we
gathered specifically in identifying kinds of decision
makers and planners that lead to success or failure
may provide more information and insight in train-
ing. Specifically the findings show that successful per-
formance is related to increasing proactive strategic
planning, increasing tactics for carrying out decisions
and estimating resources, and decreasing errors such
as fixating on a single focus when there are several
other demands as well.

Microworlds and virtual environments allow deci-
sions that result in catastrophic consequences, yet
only virtual catastrophic consequences (e.g., O’Neil
& Perez, 2008). Future training programs, even us-
ing microworlds, could focus, for example, on strat-
egy selection and application, and show how certain
strategies and tactics can enhance success and other
strategies and tactics can lead to decreased success
(e.g., Gonzalez, 2005; Vollmeyer, Burns, & Holyoak,
1996), taking into consideration the unique demands
of the simulated situations. This would lead to a strat-
egy repertoire, allowing people to better perceive the
circumstances to which a strategy best applies (see
Schunn, McGregor, & Saner, 2005). Learning to ex-
pand one’s planning and decision making strategies to
be more proactive, to use more foresight, to focus on
several things at the same time, and to keep from be-
ing impulsive, in a virtual environment will hopefully
lead to the use of these learned strategies and tactics
when confronted with real-life problem situations.

Conclusion

To conclude, the current study addressed the need
to investigate strategies, tactics, and errors system-
atically in DDM using a relatively big sample size.
Observing participants while working on the WIN-
FIRE simulation was a reliable method which allowed
for the assessment of strategies, tactics, and errors in
their specific context. Successful participants showed
more proactive planning, more active decisions, more
multi-tasking, more flexibility in their strategy, and
fewer decision-making errors. The decrease in errors
and increase in successful planning strategies and tac-
tics showed that participants’ proficiency while solv-
ing problems increased. And in this assessment, it was
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gleaned that some strategies and tactics, such as multi-
tasking and tactical planning that are intentional and
directed, lead to greater success, more than number of
responses or activity alone. The study also confirms
that microworlds can be used to study DDM strategies
in a non-Western culture, in a Filipino sample, where
utilizing this can be robust for scientific endeavors.
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