
Journal of Internet Services and Applications, 2022, 12:1, doi: 10.5753/jisa.2022.2374
 This work is licensed under a Creative Commons Attribution 4.0 International License.

Towards Automating the Integration of Legacy IEDs into
EdgeSupported Internet of Smart Grid Things
Wanderson Modesto [ Federal University of Rio Grande do Norte | wanderson@ppgsc.ufrn.br ]
Lucas Bastos [ Federal University of Pará | lucas.bastos@itec.ufpa.br ]
Augusto Venâncio Neto [ Federal University of Rio Grande do Norte | augusto@dimap.ufrn.br ]
Denis Rosário [ Federal University of Pará | denis@ufpa.br ]
Eduardo Cerqueira [ Federal University of Pará | cerqueira@ufpa.br ]
Received 30 November 2021 • Accepted 19 July 2022 • Published 01 November 2022

Abstract
The prominence of the SGtoCloud continuum will pave the way towards advanced Smart Grid (SG) ecosystems
and will enable cutting Edge applications and servers into the power energy vertical at unprecedented innovation
levels. During the design of future Smart Grid ecosystems, legacy Intelligent Eletronic Device(IED) cannot be left
behind, whereby their full integration into the Internet of Smart Grid Things(IoSGT) reveals itself as a continuous
issue. In an attempt to tackle this challenge, we are introducing the Legacy Smart Grid to IoT Integration Ap
proach(SG2IoT), which automates the integration of multiple legacy IEDs in a scalable and flexible environment
made possible by the IoSGT. Aside from that, the SG2IoT establishes an SGtoCloud continuum for provision
ing architectural modular components for running in a distributed approach at Cloud facilities spread in Edge and
central datacenters. Finally, the SG2IoT impact estimation was made up of harnessing a prototype running atop
a labpremised testbed that features realworld technologies. Outcome analysis proves the viability of the SG2IoT
lightweight approach by establishing an SGtoCloud continuum to afford low times responses and affordable IoSGT
scalability.
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1 Introduction

Energy systems are being modernized by Smart Grid (SG)
in the form of an ecosystem that integrates modern Infor
mation and Communication Technologies (ICTs) to establish
an automated, intelligent, and widely distributed energy net
work (Pfeiff et al., 2020). InternetofThings(IoT) and Cloud
Computing head the list of mature ICTss to pave the way for
the next generation of SGs BarjaMartinez et al. (2021). In
the former, IoTbased Smart Grid Systems (Internet of Smart
Grid Things (IoSGT)) harness a set of Intelligent Electronic
Devices (IEDs) that are equipped with transmission proto
cols to deliver measurement data to the operations center of
the power operator Rouhani et al. (2020).
The modern data center network domain uses edge server

interactions to provide a collaborative computing approach,
striving to outperform classical centralized SG systems on
several advantages (depending on application workflow) Ra
malho and Neto (2016). In the IoT environment, the edge
cloud computing continuum becomes the efficient and seam
less integration of SG specific services and applications (in
cluding thirdparty solutions) across multivendor comput
ing and network convergencegrade platforms. As a result,
the deployment of applications for running at edge data cen
ters premises foresees monitoring and controlling operations
with greater flexibility, allowing to avoid security and pri
vacy threats while leveraging the scalability and energy ef
ficiency of central cloud data centers at the same time and
many other reported benefits Modesto et al. (2021).
At the operations center, analytic applications process

the measurement data employed for protection estimation,

power quality assessment, network monitoring, energy me
tering, and other purposes Saleem et al. (2019). In the case
of the latter, the expansion of the Cloud domain to the net
work Edge premises (a.k.a. Edge Computing Negash et al.
(2018)) allows service applications to be introduced close to
IEDs so that achieving latency rates at unprecedented low
levels.
The aforementioned modern SG systems, covering the

list of cuttingedge ICTss, are now referred to as SGCloud
IoT Mota et al. (2019). It can be claimed that the full realiza
tion of the SGCloudIoT has the potential to lay the founda
tions for future benefits by leveraging a truly advanced set
of features. Moreover, new opportunities can emerge in the
SGmarket and add value through intelligent innovations that
can significantly boost both capital expenditure (CAPEX)
and operational expenditure (OPEX). However, legacy IEDs
should not be left behind during the evolutionary period of a
conventional electrical system for the SGCloudIoT, as they
might prevent the changing process from being viable.
A legacy Intelligent Electronic Device (IED) stands for a

conventional device (power sensor and/or actuator) that has
already been integrated into an electrical system for years.
A networked legacy IED can be accessed through a stan
dard bus protocol that leverages the means of establishing
a logical communication between IEDs in electrical sub
stations, primary and secondary devices, and Supervision
and Data Acquisition (SCADA) systems coexist in the same
power system operators. Both DNP3 IEEE BoakyeBoateng
et al. (2021), and IEC 61850 IEC61850 (2020) represent the
main legacy SG protocols for automated substations and can
be found in practically all of the SCADA application sys
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tems Tightiz and Yang (2020) Njova et al. (2020).
If full interoperability between legacy IEDs and other en

ergy systems are ensured, this can play a significant role in
achieving IoSGT. Within the scope of the present research
study, the incorporation of legacy IEDs into the IoT is of
paramount importance for the big energy players by enabling
them to move towards the full realization of IoSGT. Through
ubiquitous telemetry through power data, it is possible to con
duct a valueadded analysis of the system as a whole Farri
and Ayubi (2022). Most of the available solutions that ad
dress the question of integrating legacy IEDs into the IoT
adopt a hardwarebased gateway approach, in which network
additional nodes encapsulate incoming power messages into
another outgoing protocol in a centralized manner. Firstly,
solutions requiring the addition of new hardwarebased gate
way nodes are intrusive and impact a heavyweight comput
ing approach by concentrating all incoming messages for be
ing processed to encapsulation afterward. Finally, flexibility
and scalability are issues in this kind of centralized frame
work since it regularly supports a single SG protocol (with
out updating the means of enhancing and supporting tech
nologies) atop a resourcerestricted hardware platform Silva
et al. (2013).
Moreover, the IoT platform has emerged as the central

point service of the IoSGT since it shares the benefits of
the open Internet with a system that, classically and strategi
cally, is proprietary by definition Cheruvu et al. (2020). APIs
are commercially available for largescale use; for example,
the NGSI adopted by the FIWARE platform employs strate
gies to enable communication throughout the IoT. Hence,
it has become costeffective to devise different applications
for the managing and controlling of IEDs that coexist in the
underlying SG without the need to take account of the in
tricate details of their heterogeneous hardware and software
designs Saxena et al. (2017).
In this article, we design the Legacy Smart Grid to IoT

Protocol Integration Approach (SG2IoT) to tackle the chal
lenges mentioned above. The SG2IoT employs a holistic
solution to establish the SGtoEdgetoCloud continuum
within the IoSGT infrastructure, operating in a distributed
approach across Edge and Cloudsupported nodes. The
SG2IoT has progressed beyond traditional gatewaybased
protocoltranslation solutions by handling the orchestration
of the legacy IEDs in the IoSGT, enabling architectural com
ponents to run and interwork at different computing layers
of the IoTtoEdgetoCloud continuum in a fully automated
manner. The SG2IoT functional architecture comprises mod
ular components with different containerized nodes spread
across the IoTtoCloud continuum, foreseeing providing en
hanced agility to handle high granular IEDs simultaneously
by onpremise functions.
This article extends our previous work described

in Modesto et al. (2021), and apart from the SG2IoT system,
it seeks to make the following contributions: (i) establishing
the SGtoCloud continuum by introducing capabilities
at nodes spread over the IoSGT ecosystem. The purpose
of this is to achieve a performanceenhanced and flexible
system while obtaining low latency and conducting analysis
in an onpremises environment ( i.e., at the extreme Edge);
and, (ii) an evaluation of the system by prototyping in

a labpremised testbed consisting of realworld devices
and techniques to ensure highly accurate outcomes and
new perspectives. The outcome analysis suggests that the
lightweight approach of the SG2IoT prototype enables low
response times in the testbed, complying with stated SG
requirements (IEC61850 (2020) and by Kuzlu and Manisa
(2013)) while offering a reasonable level of scalability.
The rest of this article is structured as follows. Section

2 examines the principal studies related to the background
of this research. Section 3 describes the SG2IoT system de
signed for this work. Section 4 provides the results of proof
ofconcept prototyping in an actual laboratory testbed. Fi
nally, Section 5 concludes the article and makes recommen
dations for future work in the field.

2 Background
In this section, we introduce details about some concepts and
modules of the FIWARE platform and also talk about the two
main smart grid protocols (IEC 61850 and DNP3) covered in
this work.

2.1 FIWARE
FIWARE is an opensource platform that is used in the de
velopment of smart applications, and IoT systems fiware.org
(2022). FIWARE offers custom features for developing ap
plication components that can be used for free. It uses open
source components called Generic Enablers (GE), which are
supported by various FIWARE platform partners, making
them an alternative to proprietary solutions. One of the many
advantages of this model is that the GEs can be used inde
pendently, having the option of being used in a local or re
mote environment and being activated according to the ap
plication’s needs.
FIWARE uses the Next Generation Service Interface

(NGSI) specification standard developed by the Open Mo
bile Alliance (OMA). This model provides an interface for
various web services through a Representational State Trans
fer (REST) API. All interactions between platform com
ponents take place using FIWARE’s RESTful API; thus,
it manages the entire lifecycle of context information, all
the subscriptions and registrations, also updates and queries
FIWARENGSI (2018). The NGSI API establishes specific
terminologies of its concepts and has its information struc
tured in entities, attributes, and context elemenThe architec
ture of the FIWARE platform and its main components are
divided into modules or chapters FIWARECATALOGUE
(2019): Core Context Management, Interface with IoT,
Robotics and ThirdParty Systems, Data/API Management,
Context Processing, Analysis and Visualisation, and Context
Data/API Management, Publication, and Monetization. Its
main component is a FIWARE Context Broker Generic En
abler called Orion.

2.1.1 Orion Context Broker

The Orion Context Broker GE is the central component of
the FIWARE platform and is based on the Publish/Subscribe
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model. Orion is responsible for managing the entire lifecy
cle of context information. Its main features include updates,
queries, registrations, and subscriptions FIWAREORION
(2019). Contextproducing devices register themselves, send
updates to Orion, and then store them in the database.
Contextconsuming applications can consume the data and
be notified through subscriptions about context changes of
certain attributes of an entity or receive notifications with a
certain frequency, for example, every minute or every hour.
Orion uses a MongoDB1 database to store context data in
JSON format. Context data is not stored persistently, as con
text is based on each device’s last measurement of the state
of realworld objects at a given time.

2.1.2 IoT Agents

An IoT Agent FIWAREIoTAgent (2019) is a component of
the FIWARE architecture that allows groups of devices to
send their data and be managed from an NGSI Context Bro
ker (Orion) using native protocols. IoT Agents must also be
able to handle the security aspects of the FIWARE platform
(authentication and authorization) and provide other services
common to devices. Within the FIWARE architecture, IoT
Agents operate as protocoltranslating gateways that bridge
the gap between traffic sent/received by the devices and traf
fic sent/received by the internal components of FIWARE that
uses the NGSI standard to communicate.
Each device will be mapped as a context entity associated

with Orion when using an IoT Agent. The device ’id’ will be
mapped by default to the same entity identifier, and the IoT
Agent will select the entity type, whereas the name and type
are userconfigurable. Each value received from the device
is mapped to a different attribute. This way allows queries or
subscriptions to the status changes of device parameters to be
performed through queries to subscriptions to the attributes
of Orion’s context entities.

2.1.3 Cygnus

The Cygnus GE FIWARECYGNUS (2019) is one of the
components in charge of connecting Orion with a persis
tent database so that creating a historical view of such data.
Cygnus will register to listen for context changes and save
them to a database. It can work with a database like Post
greSQL, MySQL, and MongoDB. To collect and store de
vice data or interact with devices, it is first necessary to con
nect IoT devices to the FIWARE ecosystem through an IoT
Agent.

2.2 Smart Grid Protocols
The SG systems utilize various specialized standards, proto
cols, and technologies for intercommunication between sys
tems within substations in the energy sector. A protocol for
SG plays a key role in providing a bus process between IEDs
and application software that coexist in the same ecosystem
as the power operator.

1https://www.mongodb.com/

2.2.1 IEC 61850

IEC 61850 is an international standard for Substation Au
tomation and Communication Systems and Electrical Re
source Management. It is considered one of the standards
that facilitate the development of the SG. The IEC 61850
standard brings the idea of an interoperability key, which
promotes communication between equipment from different
manufacturers and makes IEDs from different manufacturers
communicate with each other IEC61850 (2020).
The three main types of protocols/messages that the stan

dard defines for the exchange of information between de
vices in a substation are:

• Generic Object Oriented Substation Event (GOOSE):
multicast messages sent in the data link layer. These
messages carry information between the IEDs and are
responsible for exchanging data, and transmitting con
trol and status messages, in addition to having delivery
time restrictions between IEDs within the substation it
self;

• Sampled Value (SV): it is responsible for the traffic of
the analog readings of the substation. Sampled values,
such as transformer current and voltage, are sent in SV
messages and also have time restrictions;

• Manufacturing Message Specification (MMS): mes
sages contain reports and information that were not
timeconstrained. They are used to exchange informa
tion that solely indicates the status of a particular device.

2.2.2 DNP3

The Distributed Network Protocol version 3 (DNP3), or
IEEE 1815, is an industrial automation protocol commonly
used to monitor and control equipment in the electrical en
ergy sector. DNP3 is an opensource protocol that was devel
oped to include the best features of other protocols used at
the time of its creation and is more reliable than any previ
ous standard IEEE (2012).
DNP3works with bothmaster and outstation devices. This

type of configuration can be understood as a Master/Slave
type and works as follows IEEE (2012):

• Master: device that periodically initiates requests to ei
ther collect data from other devices or perform control
settings;

• Outstation: device that produces data, and variables,
among other information, that other devices may intend
to gather. It stores and sends data when requested by
master devices. A remote station can be several differ
ent devices and systems, for example, an IED.

3 Related work
The integration of legacy IEDs into the SG infrastructure
makes a constant demand on energy operators who pursue
modernizing their power ecosystems. In response to the chal
lenges raised by the SGCloudIoT ecosystem, this section
examines outcomes of the most significant research endeav
ors both in scientific and commercial domains. Our research
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Table 1. Summary of Related Work

Works Solutions Techniques SG Cloud/Edge Scenario
Araújo et al. (2018) Middleware Integrate legacy electrical equipment into the infrastructure of

the SG through wireless sensor networks. Yes No

Shin et al. (2017) The CoAP protocol Illustrating how the CoAP protocol, (which is based on REST services),
could work in conjunction with the IEC 61850 data model in an SG environment. Yes No

Nugur et al. (2019) A gatewaybased architecture Offering an IEC61850/DNP3 message encapsulation/translation
service in packets of other networking protocol. Yes No

Our System Controlling and monitoring the IEDs of legacy architecture
that can be found in SGCloudIoT ecosystems.

The method employed by the SG2IoT for integrating these physical devices
into the SGCloudIoT ecosystems.

SG protocols and
SGCloudIoT ecosystems

Yes

stands out within the scope of measures that aim at enabling
interoperability between legacy SG systems and the Cloud
IoT environment while taking account of the integration of
IEDs that are made accessible by the main SG protocols IEC
61850 and DNP3.
The authors in Araújo et al. (2018) created a middleware

designed to integrate legacy electrical equipment into the in
frastructure of the SG through wireless sensor networks. The
middleware runs on the sink node of a ZigBeebased wireless
sensor network, following the IEEE 802.15.4 standard. It is
designed to address problems related to integrating legacy
electrical equipment into an SG that uses a standardized com
munication protocol (e.g., IEC 61850, DNP3, or Modbus).
The main feature of this middleware resides in its ability to
translate messages that IEDs of the power substation send to
the control center SG facility. However, this solution is not
IoT compliant since it does not use any of the CoAP, MQTT,
or HTTP transport protocols. Furthermore, it does it employ
any Cloudnative functions.
In work carried out by Shin et al. (2017) the IEC 61850

model was encapsulated into the CoAP protocol. The authors
achieved a robust but straightforwardmapping fromCoAP to
IEC 61850 and compared CoAP and MQTT with the SOAP
protocols to demonstrate the validity of its use. In this paper,
the authors mainly focused on illustrating how the CoAP pro
tocol harnessed REST services to work in conjunction with
the IEC 61850 data model atop an SG environment. Finally,
this solution is not designed with Cloudnative functions.
The market is mainly concerned with integrating legacy

SG to IoT systems employing a gatewaybased architecture.
The gateway acts at the central boundary between the legacy
systems network and the mobile operator’s connection for
backhaul by offering an IEC61850/DNP3 message encapsu
lation/translation service in packets of other networking pro
tocols. Companies such as Cisco, Intel, Dell, and others, pro
vide enterprisescale intelligent IoT (gateways) such as Dell
Edge Gateway2. However, these solutions were strictly man
ufactured to be IoT gateways and are only proprietary and
compatible with the vendor’s Cloud IoT platforms. This type
of solution causes several problems in an SG system; for ex
ample, i) a part of the communication infrastructure might be
owned and managed by third parties, ii) there might be pri
vacy issues, iii) there are acquisition costs, and iv) increases
the complexity of the SG Nugur et al. (2019).
Table 1 summarizes and compares the main characteris

tics of the most important works analyzed. It also shows the
main requirements used in this work: the architecture or solu
tion, the SG standards or protocols, the IoT communication
protocols, and Cloud or Edge scenario.
To the best of the authors’ knowledge, the literature review
2https://www.dell.com/enus/work/shop/gatewaysembedded

computing/sf/edgegateway

on the related work and commercial solutions reveals that
some efforts have been made in science and commerce to in
tegrate legacy SG protocols with SGCloudIoT ecosystems.
However, there was no available means of integrating differ
ent legacy SG protocols into a complete SGCloudIoT envi
ronment that takes account of IoT communication protocols
and the Cloud or Edge scenario, which underlines the innova
tive features and significance of our research. The following
section describes our system in detail.

4 The SG2IoT System Proposal
The is designed to control and monitor the IEDs of legacy
architecture that can be found in SGCloudIoT ecosystems.
The method employed by the SG2IoT for integrating these
physical devices into the SGCloudIoT ecosystems provides
a more flexible, monitorable, and adaptable environment to
accommodate new services and applications without causing
significant changes in the neighboring scenario. The solution
results from the research and development project IoTbased
Centralized Energy Monitoring System directed to the CEA
Network under the auspices of the Federal University of Pará
(UFPA) in collaboration with the Federal University of Rio
Grande do Norte (UFRN).
The architecture of the SG2IoT and the main components

of the architecture that have been implemented are shown
in Figure 1. It consists of a set of modular components
that devote to integrating the IEDs with the components of
the Cloud IoT platform. Generally, the components of the
SG2IoT solution can be deployed on different server nodes
spread over the SGIoT, but for the sake of simplicity, they
have been displayed and deployed in a single instance.
The components of the SG2IoT architecture were devel

oped with the aid of the Python language and were designed
to be lightweight so that to run on System on Chip (SoC) de
vices that raise both a restricted memory and processing ca
pabilities (e.g., the widely used Raspberry Pi) as well as on
powerful computational nodes (such as data center servers).
The Data Handler includes a component called IEDDG

that is the core and main component of the SG2IoT. It can
communicate directly or indirectly with all the other archi
tectural components. TheData Handler receives the parame
ters and settings of the IEDs data through the IEDMmodule.
It sends broadcasting messages to discover new IEDs on its
network at the time interval set by the system administrator.
In addition to automatically facilitating the insertion of new
devices, it also checks if the IEDM has sent new configu
rations, including new IEDs, or the exclusion of monitored
IEDs. Then, immediately after theData Handler receives the
configuration information needed to add new IEDs to the list
of monitored devices, it creates an instance of the specific
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Figure 1. Architecture of the SG2IoT

SG IEDLP Agent protocol type, IEC 61850 or DNP3 of the
IED in question.
The Data Handler is used by the IEDLP Agent to con

vert the data received from a connected IED (IEC 61850
or DNP3 formats) into an outgoing IoT format protocol
(MQTT, CoAP, HTTP, and others). Each IEDLP Agent
uses specific open source libraries, such as libiec618503 and
pydnp34, depending on the device it needs to connect to. This
module performs the tasks required to convert SG protocols.
The IEDLP Agent module performs the tasks related to

the conversion of SG protocols and creates a specific server
for each protocol.When the IEC 61850 Agent is executed, for
example, it creates a server and waits for data to be sent by
monitored devices to arrive on its respective TCP port (port
102 for the IEC 61850 instance). Then it reads and converts
the received data, extracting the data and forwarding it to
the IEDDG which extracts all the necessary information (id,
data, source IP address, and other information), builds new
packets, and forwards the message to the Edge Connector.
For the DNP3 Agent, the only difference between the IEC
61850 Agent is in its respective TCP port (port 20000 for
DNP3).
The IEC 61850 translator, from the IEDLP Agent, acts as

the client and the IEDs connected to it are the servers. The
simulations of the IEC 61850 standard protocols were imple
mented and adapted from libIEC61850. libIEC61850 is an
opensource library, in the client/server model, for the com
munication protocols IEC 61850/MMS, IEC 61850/GOOSE,
and IEC 6185092/SampledValues, written in C. The library
had some modifications made for the addition of new func
tions to perform the translation of IEC 61850 messages by
the IEDLP Agent.
By default, the IEC 61850 protocol sends multicast mes

sages, thismessage is sent to all devices on the network. Once
an IEC 61850 server is instantiated, it simulates an IED gen
erating GOOSE messages and SVs to simulate a communi
cation environment with IEDs that have been connected to a

3https://libiec61850.com/libiec61850/
4https://github.com/ChargePoint/pydnp3

substation network.
In this way, several scenarios can be simulated according

to what is needed to test, such as automatic message execu
tion scenarios, analysis, and diagnostics, faults, virtual ana
log voltage signals, the current generated in the form of cur
rent and voltage waves and simulation of changing the status
of the IEDs breakers. IED detection requires prior knowledge
of the Ethernet network configured between the IEDs. In this
sense, it is important to know the individual IP addresses of
each IED so that it is possible to monitor the messages sent
by the IEDs.
The DNP3 works with both master and outstation devices.

The master is the device that periodically initiates requests
to collect data from other devices, and the outstation is the
device that stores and sends data when requested by the mas
ter devices. The IEDLP Agent DNP3 translator acts as the
master, and the IEDs connected to it is the outstation.
The simulations of the DNP3 protocol were implemented

and adapted from the library pydnp3. This library is an adap
tation for Python of the library Opendnp3 opendnp3 (2020)
which is a library created in C++ and is available through the
Apache license, being the IEEE1815 reference implemen
tation (DNP3). The pydnp3 library has a quick and straight
forward installation process, but it has a list of dependencies
that must be installed before its compilation.
The IEDDG component stores the settings and parame

ters of the data defined by the system administrator. The IED
DG contains information, such as the communication param
eters required by the IEDLP Agent, when collecting new
data from connected devices and sending it to applications
for viewing or permanent storage.
The IEDM receives all the communications and parame

ters through a configuration file (IEDSpecs) that is dynami
cally created with the aid of an IED Template file received
from the IEDCT. Figure 2 shows an example from a IED
Specs file, described in JSON, responsible for holding the in
formation of the devices that will be monitored. The configu
ration file contains the data that is used by the SG2IoT mod
ules; for example, the “device_ip” shows the IP address of
the IED on lines 6 and 2, and the “entity_type,” on lines 7 and
23, describes which the type of protocol this IED has, IEC
61850 or DNP3. It also defines a “device_id” on lines 8 and
24. The “address_fiware,” “mqtt_topico_fiware,” “fiware
service,” “protocol,” “transport,” “fiwareservice path,” “en
tity_name,” “timezone,” “URL” and “ContentType” are
used by the Edge Connector to establish a connection be
tween the SG2IoT and the IoT platform, in this case, the
FIWARE platform, since the server hosting the FIWARE in
stance is remote from the SG2IoT solution.
The EdgeIEDDB is a module used by the IEDM for

keeping the log of data received and sent, recording data
on active connections, configurations, creation time, IP ad
dresses, data used by IoT applications and other information.
It utilizes a MySQL database that can access all the SG2IoT
modules. It also stores, for some time, IED data sent to the
IoT platforms.
The Edge Connector module acts as a gateway and man

ager so that mediation data that is delivered from the IEDs
can be forwarded to the IoT platform. On receiving this in
formation from the IEDDG, the Edge Connector proceeds
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Figure 2. Example of an IED Specs configuration file in JSON format

to translate the format of the targeted IoT platform and then
forwards it. The Edge Connector is the module that sets off
an interaction with the IoT platform (FIWARE in the case of
this article), creates and adds IED agents in the Cloud, pub
lishes data from a device atop applications, and updates the
IED properties accordingly. It also acts as a message broker
by providing storage and data processing and allowing local
access when a connection is not made up with the Cloud.
The IEDCT component receives an IED Template file,

which contains the hierarchical structure of the IEDLP
Agents. It interprets the IED Template and then performs the
initial set of validations, creating the IEDSpecs and sending
the settings to the IEDM. The IEDCT has a WebUI, which
enables management tasks to be carried out, such as upload
ing configuration files or the IED Template and sending the
IEDSpecs to the IEDM address. Figure 3 shows the home
page of the WebUI of the IEDCT admin interface.

Figure 3. IED Configuration ToolWebUI  Admin Interface

The SG2IoT solution considers internal interfaces that aim
to allow interoperation between the internal components of
the functional architecture and external ones that are intended
to expose their functionality to SG applications or receive a

response from a request made. It is essential to highlight that,
in this research, the internal and external interfaces do not
follow a standard recommendation; they were implemented
to carry out proof of concept of the functional architecture
and its functionalities.
The design of the internal interfaces is based on the Python

library websockets5. The internal interfaces have the fol
lowing interactions defined: the IEDM component has an
open interface with IECCT for receiving IEDSpecs on port
5000/TCP; the IEC 61850 Agent has port 102/TCP exposed
to monitor messages from IEC 61850 type IEDs and port
20000/TCP for DNP3 protocol messages, and the Edge Con
nector uses the FIWARE RESTful API to use its services.
This module has port 5015/TCP exposed to receive confir
mations of requests made and for local access to data from
the IEDs.
Once a DNP3 server is instantiated, it simulates an IED by

generating messages from the referred protocol to simulate a
communication environment of the IEDs that have been con
nected to a substation network. The DNP3 server (outstation)
was configured to simulate DNP3 objects where the outsta
tion sends an AnalogInput to the master, defining it as being
from group 32, variation five, and indexed. Groups provide
a means of classifying the type or types of data in a DNP3
message. The DNP3 object group number 32 is assigned to
read a changed analog value at the outstation with variation
five identifying 32bit float type numbers. Thus, it was con
figured so that the DNP3 server supplies voltage magnitudes
and values with a 32bit float format to its client, the IEDLP
Agent.
The WebUI main page has a button (New IED Template)

whose function is to open a window that allows one to write
the technical specifications of the targeted IEDs and upload
the IEDTemplate. Then, through the button, Create IED
Specs the IEDSpecs are created from the IED Template. Fi
nally, this interface allows the IEDSpecs to be sent to the
SG2IoT through the Send button.
In compliance with the DNP3 and IEC 61850 standards,

the SG2IoT actuates as the client that consumes data from
various active IEDs ( i.e., servers). Among other features,
the SG2IoT performs device management and monitoring
and thus makes it possible to track IEDs through dashboards.
Figure 4 shows a diagram for the workflow sequence of this
functionality.
As shown in Figure 4, the device creation procedures start

in the IED by broadcasting metering data. On capturing in
coming metering data, the IEDLP Agent (the module in
SG2IoT responsible for interpreting and converting the in
coming data) then forwards the data to the Data Handler,
which inspects the incoming packet and forwards it to the
Edge Connector for making a connection to the FIWARE
IoT platform. As soon as the connection has been made, the
Edge Connector invokes the IoT platform to set up a new
IED device. Once the device has been created, the IoT plat
form becomes enabled to receive IEDmetering data and con
sequently notifies external software applications (denoted as
IoT applications) that subscribed to it ( e.g., a given SCADA
system). It is worth raising that the subscription of IoT appli

5https://websockets.readthedocs.io/en/stable/intro.html
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Figure 4. Sequence diagram for creating a device in the SG2IoT

cation is made directly with the IoT platform, being out of
the scope of the SG2IoT architecture.
The code repository of the SG2IoT modules is available

on GitLab Modesto (2021). An adapted version of the li
bIEC61850 and pydnp3 libraries were used to implement the
traffic generators of the DNP3 and IEC 61850 protocols, was
also made available in the repository.

5 Prototype Testing and Evaluation
A testbed has been established at the UFRNREGINALab fa
cility to evaluate the SG2IoT system. The testbed comprises
realworld devices and technologies that create an environ
ment that comply with the SGCloudIoT approach. In addi
tion to the SG2IoT prototype, an SG monitoring application
was made up for running atop the IoT platform so that it can
provide an environment suitable for realtime smart meter
ing use cases. The SG monitoring application harnesses the
following FIWAREGEs: (i) the Orion Context Broker to set
tle updates, queries, or subscribe to changes on IED context
(i.e., telemetries) publications; (ii) the IDAS GE, which of
fers IoT Agents to interface with IEDs through MQTT and
HTTP; (iii) the Cygnus GE, providing the means IED con
text history management; and, (iv) MySQL and MongoDB
databases for keeping IEC context knowledge.
The IEDs follow a synthetic dataset strategy (given our im

possibility to acquire real SG IEDs, which are extremely ex
pensive) to allow legacy IED behavior. Having said this, we
implemented applications capable of generating IED legacy
SG protocol (DNP3 and IEC 61850) data traffic as contextual
entities in the FIWARE NGSI information model. The IED
traffic generator application subscribes to the Orion Context
Broker so they can have their rate of consumption measured
by the smart energy metering applications in real time.
The entire system is virtualized in a Cloud computing envi

ronment available on the REGINALab premises. The Cloud
environment entails a Dell PowerEdge R740 server, featur
ing an Intel(R) Xeon(R) Silver 4110 CPU @2.10 GHz pro

cessor with 64 GB RAM specifications and 4TB storage.
Four (4) virtual machines are set in the Cloud using a hyper
visor VMmonitor on top of the Ubuntu 18.04 LTS operating
system. Each VMs features a virtual Ethernet link in bridge
mode to interconnect the VMs while allowing a highdensity
message rate to be sent simultaneously from multiple IEDs.
The remainder of testbed components (namely SG2IoT pro
totype, SG monitoring application, and IEDs traffic genera
tors) are deployed in Docker containers that run inside a VM
accordingly. This scheme allows the density of IEDs to be
scaled up flexibly while enabling complete control of CPU
and RAM resource allocation, all at running time. Figure 5
depicts the layout of the testbed and its main components in
a higherlevel view.

Figure 5. Testbed layout at the REGINALab premises

As Figure 5 presents, the execution of the different IEDs
runs at VM4 that is set with eight vCPUs and 10 GB RAM.
VM3 executes the SG2IoT prototype, being allocated with
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ten vCPUs and 16 GB RAM. The VM2, in turn, is provi
sioned with eight vCPUs and 16 GB RAM for the IoT plat
form employing the FIWARE GEs adopted along with the
databases. Finally, VM1 employs the container running the
SG monitoring application.
The role of the IEC 61850 and DNP3 traffic generators is

in simulating electrical parameters compatible with the IEDs,
such as phase voltages and currents, date and time, active and
reactive powers, and frequency, among others. It was sub
jected to several stress levels to estimate themaximum capac
ity of the prototype; these levels were caused by the increase
in the scale of simultaneously activated IEDs traffic gener
ator instances on the REGINALab testbed. The maximum
density of IEDs in the testbed was 100 simultaneously active
when measured in a container restricted to 2 GB and two
vCPU (representing a Raspberry Pilike SoC facility). Any
value above this makes the container (in which the SG2IoT
was running) restart because of RAM depletion, thus causing
the testbed to become inoperative.
As a case study, four (4) groups of experiments were car

ried out for each of the two protocols, each differentiated by
variations in the density of IEDs (namely 1, 10, 50, and 100
of both IEC 61580 and DNP3 types). Simultaneous threads
performing uninterrupted requests (1 message every second
per IED) to the SG2IoT for 1 hour were set. The experiments
were repeated ten times (each under identical conditions) to
obtain a 95% confidence interval.
The first experiment for the first scenario involves sub

scribing the IoT application to a group of active legacy IEDs
(IEC 61850 and DNP3) to obtain realtime measurements
when considering the SG2IoT running in a lightweight com
puting device. To achieve this, we scaled the containers of
VM3 with RAM of 2 GB capacity and processing power of
2 vCPU, compatible with the widely used Raspberry Pi SoC
device. Figure 6 shows a screenshot of theWeb dashboard of
the actual smart monitoring IoT application.
The IED monitoring application (using the FIWARE plat

form) was developed and used as an interface that aims to
monitor critical information in realtime, such as IED spe
cific data and information about its location, the data model
of a particular IED, GOOSE,MMS, SV, and DNP3messages
and the status of the IEDs, among other information.
The application was developed using NodeRED6. This

tool was chosen because it provides a simple way to connect
hardware devices to APIs and online services, such as API
REST, available in the FIWARE platform and, more specifi
cally, in the Orion component. Furthermore, it is possible to
run NodeRED on a local computer, on an SoC device such
as the Raspberry Pi, or in the Cloud, which makes it a versa
tile and simple tool.
To create the data from the IEDs, IEC 61850 and DNP3

traffic generators were used, in which the values of some of
the IED’s electrical parameters and quantities are simulated,
such as phase voltages and currents, date and time, active
and reactive powers of phases, frequency, among others. It
should be noted that the IoT application in realtime gives the
measurements that originated from the legacy IEDs because
of the integration carried out by the SG2IoT. In determining

6https://nodered.org/

the ability of SG2IoT to integrate legacy IEDs into the SG
CloudIoT holistically, we monitored the average flow pro
duced by the active IEDs in the different experimental runs
(as shown in Figure 6).

Figure 6.Web dashboard  IED Monitor

As shown in Figure 7, the SG2IoT prototype is first sent
to the packets published by the legacy IEDs in their respec
tive IEC 61850 and DNP3 formats (Figure (7a)). Following
this, it translates the incoming data into a coherent, seman
tic system recognized by the IoT Agent and then forwards
the messages to the IoT platform via the MQTT protocol
(Figure (7b)). This proofofconcept demonstrates that the
SG2IoT system is functional, that its components conform
to the established architecture, and that the internal and exter
nal interfaces of the architecture have been successfully vali
dated. Therefore, the results suggest that the effectiveness of
the SG2IoT in holistically integrating the legacy IEDs with
the SGCloudIoT is confirmed.
Since the ecosystem in question offers the prospect of au

tomating and aligning the connection of the IEDs of different
legacy protocols to the SGCloudIoT, a second experiment
for the first scenario was conducted to determine its perfor
mance by assessing the number of resources consumed by
the prototype on the testbed. This type of assessment is crit
ical, as it seeks to ensure that the solution in question works
according to plan and, thus, determines whether there is any
point that needs improvement. This was discovered by mea
suring the performance of the prototype concerning CPU uti
lization andRAMusage behavior in different scenarios while
varying the density of active IEDs instances on the testbed.
These metrics were obtained employing using the Netdata7
monitoring tool. In addition, the response time of the proto
type in the experiments was analyzed to estimate its scalabil
ity. To achieve this, we implemented functions directly in the
SG2IoT prototype that records the instant time of execution
and completion of each task.
Table 2 shows the average RAM consumption behavior

that the SG2IoT solution takes at many stress levels. The in
formation in Table 2 is summarized in Figure 8, which de

7http://www.netdata.cloud/
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(a) Data received by SG2IoT from the IEDs (b) Data sent by the SG2IoT to the FIWARE platform
Figure 7. Average data received by the SG2IoT and sent to the FIWARE platform

picts the average rate of RAM consumption in experiments
performed with IEDs at different granularity and publishing
telemetries following respective SG legacy protocols while
taking note of the fact that the testbed was provisioned with
2 GB of RAM and two vCPU for restricted capabilities (com
patible with tiny and affordable hardware architectures, avail
able at lowcost).
As shown in Figure 8, the addition of new IEDs instances

impacted an increase in RAM consumption, as expected. The
RAM consumption for the IEC 61850 and DNP3 protocols
is practically at the behavior of the same rate. According to
Figure 8, the RAM consumption is almost identical for both
protocols in experiments with 1, 10, and 50 IEDs, and there
is a low variation of 15.10 MB in the experiment with 100
IEDs (leading to 0.77% of increasing rate).Moreover, adding
a new device to the solution impacts an average increase of
20 MB per monitored IED. Concerning CPU consumption
impact, Table 3 shows the outcomes of the tests. The infor
mation in Table 3 can be summarized in Figure 9, which pro
vides the averaging CPU consumption (%) during the mon
itored period. Figure 9 confirms that CPU consumption is
also directly dependent on the number of IEDs monitored by
the SG2IoT. In other words, the processing performance of
SG2IoT degrades exponentially with the increasing amount
of IED instances activation in the testbed.

Figure 8. RAM consumption by the SG2IoT  First Scenario

It is clear from the outcomes presented in Figure 9 that
the SG2IoT raised the same percentage of CPU consumption
in practically all the experiments (1, 10, 50, and 100 IEDs)

Table 2. RAM consumption  First Scenario

SG2IoT 1 IED 10 IEDs 50 IEDs 100 IEDs
IEC 61850 (MB) 155.58 325.19 1.059.53 1,957.38
DNP3 (MB) 155.42 324.48 1,055.19 1,942.28

Table 3. CPU utilization  First Scenario

SG2IoT 1 IED 10 IEDs 50 IEDs 100 IEDs
IEC 61850 (%) 3.41 11.06 48.32 77.43
DNP3 (%) 3.36 11.20 48.43 77.34

when conducted under the same conditions. The CPU utiliza
tion behavior was proven to be low (approximately 0.9%, on
average, for each monitored IED) and did not use the entire
CPU required for the solution  i.e., two vCPUs were used
when forming the container in which the solution was ob
tained. Hence, the results suggest that the SG2IoT approach
yields a lightweight solution since the RAMconsumption did
not exceed the memory threshold (2 GB, compatible with
tiny and affordable computing devices, e.g., the widely used
Raspberry Pi SoC prototyping solution) that was set when
creating the container in which the solution was obtained.

Figure 9. CPU utilization by the SG2IoT  First Scenario

A new round of computational tests was conducted to as
sess the performance impact of the SG2IoT in a second sce
nario where the RAM and CPU resources were scaled up
to determine the pattern of behavior of the solution when
there were variations of these metrics on a larger scale pat
tern, along with enhanced computational power. For this rea
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son, the settings used in the Docker containers in which the
SG2IoT was deployed were set to 8 GB and eight vCPUs
(compatible with an affordable desktop). The same test per
formed in the first scenario was repeated for this second sce
nario, with a difference in the variation of monitored IEDs,
which, this time, ranged between 1, 10, 50, 100, 200, 300,
and 400 IEDs density, and involved uninterrupted requests (1
message per IED every second) during 1 hour for the SG2IoT
solution.
Table 4 presents the outcome results for the RAM con

sumption based on the various stress levels for the two types
of SG legacy protocols used. The information in Table 4 is
summarized in Figure 10, which shows the average consump
tion of RAM (MB) during the monitored period.
Figure 10 exhibits that the rate in RAM consumption at

the second scenario behaved similarly to that of the first sce
nario, with a difference between the two scenarios of 1.20%
of RAM consumption on average on the IEC 61850 IEDs
and a difference of 1.42% of RAM consumption in average
on the DNP3 IEDs. The rate of increase in RAM consump
tion (see Figure 8) with the addition of new IEDs was similar
to that of the first scenario (20 MB per IED), the second sce
nario, in turn, impacted an average increase of 19 MB per
IED. With the data currently available it can be assumed that
the consumption of RAM is directly dependent on the num
ber of IEDs monitored by the SG2IoT. Although in the sec
ond scenario, the SG2IoT has more CPUs, this metric did not
influence the RAM consumption. However, to prove this the
ory, further work is needed to be carried out to evaluate how
the SG2IoT will behave in a scenario with the same number
of IEDs but with a higher workload.
It can be concluded that the addition of a new active pub

lishing instance to the system results in a very similar in
crease of RAM on average per IED in both scenarios. Finally,
the RAM consumption did not exceed the memory threshold
(8 GB) set when the solution’s container was set. Therefore,
the results suggest good prospects in environments where the
amount of RAM resources available is not a problem.

Figure 10. RAM consumption by the SG2IoT  Second Scenario

Concerning the use of CPU in the second scenario, Table 5
shows the results of the tests performed. The information in
Table 5 is summarized in Figure 11, which shows the average
use of CPU (%) during the monitored period.
Figure 11 confirms that CPU consumption is also directly

dependent on the number of monitored IEDs, as seen in the
first scenario (approximately 0.9%, Figure 9). The percent

age of CPU utilization was similar for the two protocols
whenmeasured in the same experimental conditions (approx
imately 0.2%, on average, for eachmonitored IED) in the sec
ond scenario. Even with the increase of new IEDs monitored
by the SG2IoT (at 300% rate), the total processing power did
not surpass the eight vCPUs required for the solution and re
mained below 40% of its total capacity. Also, it can be noted
that the values obtained for CPU utilization in the second
scenario decreased by approximately 75% on average com
pared to the first scenario. These results show that adding
more computational power influences the processing capac
ity of the SG2IoT.
The tests carried out in the second scenario aimed to deter

mine how the solution would behave in environments with
no excellent restriction on the use of computational power.
In the tests, the SG2IoT solution was executed with the use
of RAM limited to 8 GB and the use of 8 vCPUs, which
suggests that the SG2IoT solution can run smoothly in per
sonal computer architecture to handle a domain enclosing
400 IEDs simultaneously active. In highdense IED environ
ments, SG2IoT can be deployable in an edge server running
in bare metal mode, solely designed for this purpose. In con
clusion, it can be stated from the outcomes of the second
scenario that a mediumscale computing architecture allows
the SG2IoT to support many more than 400 IEDs simultane
ously, while the CPU consumption was also within accept
able limits.

Figure 11. CPU utilization by the SG2IoT  Second Scenario

Finally, but not least, Figures 12 and 13 come up with the
average response times that the SG2IoT prototype achieved
in the experiments. The endtoend response time was mea
sured by calculating the difference in time from the mo
ment when the IED sender places the data content at the
top of its transmission stack until the moment the receiver
(FIWARE, through Orion Context Broker) extracts the data
from its transmission stack and confirms the information that
has been recorded. A locally available NTP server synchro
nized the testbed machines’ clocks. The response times were
divided into two parts: (i) SG2IoT, average response time to
receive IEDs messages in legacy SG format, convert them to
MQTT, and then forward them to the IoT platform; and (ii)
FIWARE, the average response time of the IoT platform that
is needed to receive the IED measurements and operate the
intelligent energy measurement system.
As it can be observed in Figure 12, the SG2IoT time be

haved within a relatively stable response time for handling
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Table 4. RAM consumption  Second Scenario

SG2IoT 1 IED 10 IEDs 50 IEDs 100 IEDs 200 IEDs 300 IEDs 400 IEDs
IEC 61850 (MB) 155.91 330.63 1,074.90 1,987.94 3,587.46 5,110.78 6,542.43
DNP3 (MB) 155.70 328.89 1,073.27 1,991.74 3,559.60 5,073.56 6,448.47

Table 5. CPU utilization  Second Scenario

SG2IoT 1 IED 10 IEDs 50 IEDs 100 IEDs 200 IEDs 300 IEDs 400 IEDs
IEC 61850 (%) 0.84 2.49 9.85 19.55 27.54 31.25 34.99
DNP3 (%) 0.75 2.59 10.23 19.69 27.95 31.10 34.75

Figure 12. Average response time by the SG2IoT  First Scenario

messages from different IEDs in the first scenario (with a
growth rate of 1.4% for the IEC 61850 IEDs and 1.3% for
the DNP3 IEDs density settings of each experiment). On
the other side, the FIWARE platform (on average 64.88%)
yielded a much longer response time than the SG2IoT, with
an exponential growth rate as more IEDs are activated, 1.7%
and 2% for the IEC 61850 and DNP3 protocols respectively.
The highcomplex architecture explains this difference (al
most twofold) that the FIWARE GEs (interworking compo
nents and database handling operations) impact in the testbed
concerning the lightweight SG2IoT approach.

Table 6 shows the SG2IoT and FIWARE average response
times rates taken to handle both DNP3 and IEC 61850 proto
col messages. Figure 13 summarizes Table 6 and it shows
that in the second scenario, the average response time for
both legacy SGprotocols remained relatively constant during
the experiments with 1, 10, 50 and 100 IEDs. There were no
significant variations in the experiments with 1, 10, 50, and
100 IEDs when compared with the first scenario. Outcomes
reveal that they obtained a similar growth rate, 1.3% for both
protocols for the SG2IoT time, whereas it obtained 1.6% and
2% for the FIWARE time to deal with the IEC 61850 and
DNP3 protocol messages, respectively.

On the other side, the executions enclosing 200, 300,
and 400 active IEDs simultaneously yielded a significant in
crease in the average response time, by reaching an average
of 1,909.40 ms, 3,320.24 ms and 3,487.79 ms behavior for
the execution with 200, 300 and 400 IEDs (IEC) respectively.
Even in the case of the experiments with a large volume of
messages (200, 300, and 400 IEDs), the SG2IoT prototype
allowed a relatively stable response time behavior for han
dling the messages, whereas the FIWARE platform impacted
a longer response time (84.87% higher than SG2IoT). Con

cerning the execution with 400 IEDs, the growth rate behav
ior of the FIWARE time (1.45% and 1.30%) was twofold
than the growth rate that the SG2IoT time (0.62% and 0.68%)
impacted to handle IEC 61850 and DNP3 protocol messages
respectively.

The explanation for all these outcomes lies in the ar
chitectural complexity of the FIWARE component stack,
alongwith heavyweight workflows employed concerning the
SG2IoT solution. This leads us to conclude that in highdense
IEDs scenarios, the FIWARE IoT Agent tends to become a
bottleneck processing, thus making Orion delaying to notify
the receipt of messages to the SG2IoT in the testbed. Out
comes of existing performance tests conducted on several
modules of the FIWARE platform Araujo et al. (2019) come
up with its main limitations while being a bottleneck. Our
outcomes suggest that FIWARE did not impact performance
degradation by being a bottleneck in our testbed. Despite this,
the results suggest that the prototype was following the stan
dards required by SG applications  200 ms according to Ku
zlu and Manisa (2013). Moreover, SG2IoT was able to meet
the performance requirements of the average response time 
500 ms as laid down by the IEC 61850 standard IEC61850
(2020).

Table 6. Average response time  Second Scenario

SG2IoT
IEC 61850
DNP3

SG2IoT
(ms)

FIWARE
(ms)

SG2IoT +
FIWARE
(ms)

1 IED (DNP3) 5.66 15.40 21.06
1 IED (IEC) 5.41 10.83 16.24
10 IED (DNP3) 8.71 15.54 24.25
10 IED (IEC) 9.29 19.69 28.98
50 IED (DNP3) 9.03 56.31 65.34
50 IED (IEC) 7.15 51.47 58.62
100 IED (DNP3) 22.52 80.90 103.42
100 IED (IEC) 20.75 81.73 102.48
200 IED (DNP3) 51.74 1,511.24 1,562.98
200 IED (IEC) 59.9 1,849.51 1,909.41
300 IED (DNP3) 60.37 2,519.75 2,580.12
300 IED (IEC) 58.04 3,262.20 3,320.24
400 IED (DNP3) 85.85 2,597.08 2,682.93
400 IED (IEC) 66.46 3,421.33 3,487.79
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Figure 13. Average response time by the SG2IoT  Second Scenario

6 Conclusion and Recommendations
for Future Work

This article introduced the SG2IoT, which establishes an
SGCloudIoT ecosystem and automates the integration of
legacy IEDs protocols through modular architectural compo
nents that run in distributed nodes of the Cloud (including
Edge nodes). The SG2IoT provides a flexible, monitorable,
and automated infrastructure environment to accommodate
new IoT applications and services atop the SG vertical. As a
proofofconcept of the proposed solution, a prototype was
built on an actual testbed compatible with the SGCloudIoT.
The tests suggest the effectiveness of SG2IoT in integrat
ing legacy IEDs to test SGCloudIoT when there is low 
computational cost estimation.
The results obtained for the computational cost assessment

show that although the SG2IoT can support scenarios with
an increasing density of IEDs, it does not support a large
number of simultaneous IEDs when it is instantiated in an
environment where computing power is restricted (first sce
nario). Almost all computing resources are utilized. Because
of this, it is particularly recommended for use in experimen
tal environments or for environments that do not have a high
demand from concurrent devices and requests. The SG2IoT
supports many devices for environments with no processing
and memory constraints (second scenario).
Aside from that, the response time achieved in the exper

iments also offers a reasonable level of scalability when the
SG2IoT response time is taken into account in both scenar
ios. It represented an average response time within accept
able limits for SG systems, following the recommendations
laid down in IEC 61850 IEC61850 (2020) and by Kuzlu and
Manisa (2013).
In future work, we plan to implement and map more func

tions from the IEC 61850 protocol standard and DNP3. Also,
integrating it with other legacy SG protocols such as Mod
bus and increasing the use of other IoT communication pro
tocols such as CoAP. In addition, we intend to integrate and
evaluate SG2IoT with other IoT platforms to identify infer
ences or significant changes and assess the performance of

the SG2IoT in this integration, aiming to gain a broader view
and find areas of improvement for the solution. Finally, an
other possibility for future work is the implementation of
new Smart Grid applications to help validate the use of the
SG2IoT tool in different CloudIoT scenarios, as a large num
ber of realworld applications making use of the solution can
help to identify points to improve and problems that have not
yet been detected.
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