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Abstract Privacy protection has been a challenging issue in online social networks, such as Facebook, Instagram,
and Snapchat. The General Data Protection Regulation (GDPR), which protects the privacy and security of individ-
uals, entered into force on May, 2018. This regulation intends to enhance individuals’ control and rights over their
own data, guided by lawfulness, loyalty, transparency, adequacy, purpose limitation, need, or minimization. How-
ever, despite regulatory efforts to protect personal data online, users are prone to consent to disclose more personal
information than they intend and tend to reveal more than they know. With this in mind, the main goal of this study
is to carry out a heuristic evaluation of the online social network Facebook to identify the factors that influence the
disclosure of user information and verify informed consent. For this, we carried out a survey of cognitive heuristics
that influence individuals’ decisions to protect or renounce their privacy. Then, using these heuristics, we conducted
a heuristic evaluation on Facebook to explore a significant presence of cue triggers for a specific cognitive heuristic
that helps users make their decisions. We found on Facebook a notable amount of heuristics that increase informa-
tion disclosure, such as modality and narrative. However, the intrusiveness heuristic was also detected, violating
the Privacy by Design (PbD) principle of “Privacy as the Default Setting”. Accordingly, understanding the number
and diversity of suggestions (heuristics) to which users are susceptible allows the creation of explicit guidelines
addressing privacy concerns.

Keywords: Privacy, Cognitive heuristics, Information disclosure, Informed consent, Heuristic evaluation, Online Social
Network, Facebook

1 Introduction

The privacy of the information handled by systems is often
regarded as a matter of concern. Before the Internet, users’
activities were traditionally private or shared with few peo-
ple, but now they leave traces of their interests, character-
istics, beliefs, and intentions. According to Acquisti et al.
[2015], information is revealed by people – intentionally and
involuntarily – with each other, commercial entities, and gov-
ernment. Therefore, the breach of privacy can threaten an
individual’s autonomy as a consumer and citizen. Further-
more, Acquisti et al. [2015] stated that information sharing
does not always result in increased efficiency, progress, or
equality.
With the growth of personal concerns about ensuring pri-

vacy when using different applications, such as mobile ap-
plications and online services, several countries have signed
new laws that regulate the issue of collection, storage, treat-
ment, and sharing of personal data. On May 25, 2018,
the General Data Protection Regulation (GDPR) was imple-
mented in Europe. As part of GDPR, digital privacy is guar-
anteed by a set of principles, including lawfulness, loyalty,
transparency, adequacy, restriction of purposes, minimiza-
tion, data quality, accuracy, conservation limits, security, in-
tegrity, confidentiality, and accountability. In Brazil, the

General Data Protection Law (LGPD) was approved on Au-
gust 14, 2018, and the text entered into force on Septem-
ber 18, 2020. GDPR is the utmost influence on the creation
and maturation of the LGPD. The LGPD alters articles from
Marco Civil da Internet and establishes new rules for com-
panies and public organizations concerning the treatment of
privacy and security of user and customer information. The
LGPD articles on administrative sanctions for those who
break the rules on personal data processing came into effect
on August 1, 2021. Punishments can reach up to 2% of rev-
enues up to the limit of 50 million Reais [Lei Nº 14.010,
2020].
On the other hand, the advent of the Internet and techno-

logical advances has given rise to Online Social Networks
(OSNs), which are now the primary means of connecting
to the Internet for millions of people. OSNs enable users
to share information with friends and facilitate interpersonal
communication and interaction. However, users’ most sig-
nificant risk when joining a social network is controlling data
about themselves [Baden et al., 2009; Rodrigues et al., 2017].
As reported by Estivill-Castro and Nettleton [2015], social
networks provide users with many benefits, including virtual
socialization, wide transmission, collaboration, and commu-
nication. Nevertheless, they cannot regulate the restriction
of the circles in which data is shared. The degree to which
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they control their data is, however, one of the most common
privacy measures.
It has been well documented and confirmed by several au-

thors that the dispositions of others may influence users’ pri-
vacy decisions. Examples include Gambino et al. [2016];
Vincent et al. [2017]; Wu et al. [2018]. According to Wu
et al. [2018], users’ disclosure behaviors are likely influ-
enced by several heuristics. For instance, the disclosure of
information already disclosed by others, withholding infor-
mation when an item is unexpectedly ordered, or using social
media default privacy settings. The application of heuristics
is an effective method for solving problems rapidly and mak-
ing accurate judgments.
By relying on rule-of-thumb (heuristics) strategies, people

are able to perform better, as they will not be compelled to
constantly think about their next move. Sundar et al. [2020]
declared that heuristics are not invented at the interaction
but represent stable associations formed in the user’s mind.
According to the authors, a determining factor to trigger a
heuristic when using an interface is the degree of accessibil-
ity of that heuristic in the individual’s mind.
Per the large number of users in OSNs, our study opts to

inspect Facebook, which is the 3rdmost visitedwebsite in the
world. It is second only to Google and YouTube. Facebook
had over 2.9 billion monthly active users (MAU) and 1.93
billion (66% of MAUs) daily active users (DAUs) at the end
of the third quarter of 2021. On average, Facebook users
spend 34 minutes per day on the site. 53% of users do not
understand how their newsfeed is displayed. It is expected
that Facebook’s ad revenues will reach 94.69 billion dollars
in 2021 [Statista, 2021; Social Media Perth, 2021; Omnicore,
2021].
The main goal of this study is to carry out a heuristic eval-

uation of the online social network Facebook to identify the
factors that influence the disclosure of user information and
verify informed consent. For this, we carried out a survey of
cognitive heuristics that influence individuals’ decisions to
protect or renounce their privacy.
Heuristic evaluation is one of the existing methods for

usability inspection, which involves a team of individuals
examining how an interface is designed following usability
guidelines at a low cost [Nielsen, 1994]. In this work, three
specialists worked on the evaluation, two of them with ex-
perience in Characterizing and Modeling Online Social Net-
work User Behavior, including Privacy and Information Se-
curity issues, and the other with large experience in the area
of Human-Computer Interaction, especially in the areas of
Usability and Accessibility. We analyzed, among the most
accessed features on Facebook, those heuristics that favor the
increase or inhibition of information disclosure.
Thus, the study carried out and presented in this article

unfold privacy heuristics, that supports (or not) compliance
with the transparency pillar established in the data protection
laws. In this study, we examine a set of privacy heuristics
that affect individuals’ decisions about disclosing informa-
tion. For example, after completing a heuristic evaluation
regarding the social network Facebook, it was possible to
ascertain that most of the heuristics identified in the litera-
ture can be acting as a factor for increasing users’ disclosure.
Accordingly, understanding the number and diversity of sug-

gestions (heuristics) to which users are susceptible allows the
creation of explicit guidelines addressing privacy concerns
and to envision the application of Privacy by Design (PbD),
incorporating privacy protection at the core of all product de-
velopment.
The remainder of this paper is organized as follows. In

Section 2, we present a theoretical framework outlining the
definition of privacy, the privacy paradox, GDPR and LGPD
laws, consent of the data subject, and the seven principles for
Privacy by Design (PbD). Afterward, Section 3 describes the
methodology used to uncover cognitive privacy heuristics
on the social network Facebook. The results of the heuris-
tic analysis and a discussion of the results are provided in
Section 4. At last, Section 5 shows this work’s final consid-
erations.

2 Theoretical Framework
This section explains the definition of privacy, the privacy
paradox, GDPR (European countries) and LGPD (Brazil)
laws, the consent of the data subject, as well as seven princi-
ples for Privacy by Design (PbD).

2.1 Privacy
Contemporary attention is focused on the concept of informa-
tion privacy, which contains several different conceptualiza-
tions of privacy. As pointed out by Solove [2006], privacy
was also interpreted as territorial and physical, encompassing
concepts such as surveillance, protection, dignity, intrusion,
exposure, insecurity, secrecy, anonymity, appropriation, and
as well as freedom.
Altman [1975] in his analysis of privacy emphasizes mul-

tiple levels (individual and group) of analysis, behavior (i.e.
privacy regulation mechanisms) operating in a unified way
as a coherent system, and a temporal (i.e. dynamic) and di-
alectical perspective on the regulation of privacy (i.e. over
time the person or group, in response to changing conditions,
opens and closes the self or group to others). His theory of
privacy also reflects his commitment to social and environ-
mental psychology because social interaction is at the heart
of his theory and because the environment provides mecha-
nisms to regulate privacy. Thus, according to Altman, social
interactions, the social and physical environment and the cul-
tural context are considered fundamental characteristics to
understand the different properties of privacy and the mul-
tiple behavioral mechanisms (which might include environ-
mental, verbal, non-verbal, or cultural aspects) for its regu-
lation. In general terms, we can conclude that Altman em-
phasizes social interaction, which leads to a more inclusive
conception of privacy.
Westin [2003], like Altman [1975], has influenced how

researchers understand privacy. Westin [2003] defined pri-
vacy “as an individual’s claim to determine what information
about himself should be known to others”. Besides, the au-
thor states that it is relevant to consider the use and circum-
stances for which other users obtain this information. The
author argues that privacy in a society can be addressed at
three levels: the political level, the sociocultural level, as
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well as the individual level. At the political level, every soci-
ety based on its political philosophy establishes a distinct bal-
ance between the private sphere and public order. At the so-
ciocultural level, the constant observation of other people by
others is shaped by the various environmental factors, such
as the size and composition of urban areas, wealth class, and
race [Westin, 2003].
Privacy at the individual level focuses on the individ-

ual and his daily experience when interacting directly with
other people, being a function of family life, education, so-
cial class, and psychological composition. This privacy di-
mension reflects each individual’s needs and desires and the
progress of the life cycle and prevailing conditions. Westin
[2003] pointed out that, there are four psychological con-
ditions or states of personal privacy: loneliness, intimacy,
anonymity, and reserve.
According to empirical and theoretical research, users are

generally under-informed before making privacy-sensitive
decisions. In exchange for short-term benefits, however,
users are likely to trade their privacy. There are many dif-
ferent ways in which people disclose their personal informa-
tion, and a single strategy does not work for everyone. For
example, Wu et al. [2018] states that each user has specific
privacy preferences for particular items. It is mentioned in
Estivill-Castro and Nettleton [2015]; Neumann et al. [2019]
that each user has a degree of confidentiality associated with
the availability of each item of information.
Ataei et al. [2018] claim privacy is problematic since sev-

eral factors and dimensions vary according to culture or con-
text. Like Wu et al. [2018], the authors consider that the
perception of privacy can also be subjective and differ from
one individual to another. Therefore, it makes sense for de-
signers or developers to carefully select the most appropriate
definition according to the developed system’s purpose.

2.2 Privacy Paradox
Discrepancies between the attitudes and behaviors of indi-
viduals are known as the privacy paradox, as a result of the
diverging attitudes. There may be a desire to protect privacy
in general, but depending on the costs and benefits of a partic-
ular situation, one may decide not to do so. Calculating costs
and benefits rationally is only one part of how privacy deci-
sions are made. A further factor influencing decision making
is the misperception of costs and benefits, social norms, emo-
tions, and heuristics.
According to Acquisti et al. [2015], incomplete and asym-

metric information is the root cause of privacy uncertainty.
According to the authors, individuals rarely have a clear un-
derstanding of what information third parties, companies,
and governments have about them, how this information is
used, or to what end this is done. While some damage to
privacy is tangible, such as the financial costs associated
with identity theft, many other injuries are intangible, such
as strangers who become aware of someone’s life story [Ac-
quisti et al., 2015].
Acquisti et al. [2015] states that individuals who lack

a clear understanding of their preferences usually examine
their surroundings to provide guidance. In terms of privacy,
context can be understood as the degree to which an individ-

ual displays extreme concern or apathy regarding their pri-
vacy, depending on the situation.
Regarding privacy, stated intentions do not necessarily re-

flect individuals’ behavior since independent factors, such
as heuristic processing and habituation, influence choice and
behavior. By creating a trusting relationship with consumers,
Norberg et al. [2007] argues that organizations can consider-
ably decrease privacy concerns.
According to Oliveira et al. [2021], people who use ap-

plications have a subjective relationship between “perceived
advantage” and “perceived risks”. According to the authors,
when this relationship is positive, it leads to a more open-
minded attitude toward technology, even when there are con-
cerns about security. The cost-benefit ratio for mobile de-
vices, according to the authors, is even more delicate as mo-
bile devices can collect sensitive data continuously. Accord-
ingly, the popularity of social networks and online shopping
apps can be viewed as the privacy paradox, as sensitive in-
formation may be collected or exposed.
According to Kokolakis [2017], there are significant im-

plications for e-commerce, e-government, online social net-
working, and government privacy regulation in relation to
the privacy paradox. A large amount of personal informa-
tion is collected by e-commerce and social networking sites.
The author affirms that the essential aspect of the paradox, is
the fact that often privacy intentions do not lead to protective
behaviour. Wu [2018] argues that in the context of online
social networking, “privacy paradox” may not be a paradox
per se. Rather, privacy concerns reflect the ideology of an
autonomous self, while self-disclosure answers one’s need
to be recognized by others.
Young and Quan-Haase [2013] affirms that an improved

understanding of the privacy paradox has implications for de-
sign. The development of privacy policies that more closely
mirror the needs and practices of users can be informed by
assessing how they protect themselves in order to develop
privacy controls that more closely reflect those strategies.

2.3 GDPR (General Data Protection Regula-
tion) and LGPD (General Data Protection
Law)

The General Data Protection Regulation (GDPR) has dra-
matically changed the landscape of data protection and the
right to privacy of individuals. One of the topics covered by
the GDPR is explicit consent. The user must confirm their
consent to the sharing of Personally Identifiable Information
(PII) before an organization can store this data. GDPR ex-
pands the definition of PII far beyond the name, address, and
date of birth, encompassing the user’s location (including IP
address), health, genetic data (including biometric data), sex-
ual orientation, race, ethnicity, religious beliefs, or political
opinions. In addition, GDPR regulates users’ rights, it ex-
pands the rights of individuals in relation to accessing and
moving their own data, which stand out the right to delete
and the right to be forgotten [GDPR, 2019].
In the GDPR law, Article 5 presents seven principles relat-

ing to processing users personal data, which describes:

1. Lawfulness, fairness and transparency: subject’s
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data is processed lawfully, fairly, and transparently.
2. Purpose limitation: specifically collected for explicit,

legitimate purposes and not further processed in a way
that conflicts with those purposes.

3. Data minimisation: the data must be adequate, rele-
vant, and restricted to what is necessary for the purposes
for which they are processed.

4. Accuracy: personal data must be accurate and, if nec-
essary, kept up to date; steps must be taken to ensure
that inaccurate personal data is erased or recycled.

5. Storage limitation: the personal data of subjects will
only be kept as long as necessary to meet the pur-
poses for which they were collected. To safeguard the
rights and freedoms of data subjects, GDPR requires the
implementation of appropriate technical and organisa-
tional measures.

6. Integrity and confidentiality: personal data is pro-
cessed in a way that ensures appropriate security, in-
cluding protection from unauthorised or unlawful pro-
cessing, accidental loss, destruction, or damage

7. Accountability: controllers are responsible for ensur-
ing compliance and must demonstrate compliance to
previous principles.

As pillars of the General Data Protection Law (LGPD),
there is transparency, management, and governance. It es-
tablishes rules for collecting, storing, treating, and sharing
personal data, imposing more protection and penalties for its
non-compliance [LGPD Brasil, 2019]. Regarding the pillar
of transparency (Article 6 - VI), law No. 13.709 defines a
guarantee to the holders of data about clear, accurate, and eas-
ily accessible information on data processing performance
and the respective processing agents’ of personal data. An-
other issue dealt with in the new law is the data subject’s con-
sent (Article 5 - XII), with a concept similar to the definition
mentioned in GDPR [Lei Nº 13.709, 2018].
LGPD also describes 10 principles in Article 6. They are

similar to the principles described in GDPR. For example,
the principle of “Purpose limitation” in GDPR are similar
to the principles of “Purpose” and “Adequacy” in LGPD –
which refers to carrying out the treatment for legitimate, spe-
cific, explicit, and informed purposes to the user and compati-
bility of the treatment with informed purposes. In LGPD the
principle of “Necessity” – which refers to the limitation of
treatment to the minimum necessary for the achievement of
its purposes – is similar to GDPR principle of “Storage limita-
tion”. For LGPD principle of “Transparency” and “Account-
ability” in GDPR we have “Lawfulness, fairness and trans-
parency” and “Accountability” as well. In GDPR “Integrity
and confidentiality” is the same purpose described for LGPD
principle of “Security”. The principle of “Free Access” in
LGPD speaks about a guarantee, to the holders of the data
collected, of accuracy, clarity, relevance and updating of the
data; similar to GDPR principle of “Accuracy”. For LGPD
we have the principle of “Data quality” which is similar to
the concept of “Data minimisation” in GDPR. Al last, but
not least, LGPD has two more principles, they are: “Preve-
tion” – adoption of measures to prevent the occurrence of
damages due to the processing of personal data – and “Non-
discrimination” – impossibility of carrying out the treatment

for illicit or abusive discriminatory purposes.

2.3.1 Consent of the Data Subject

In terms of the rights of data subjects, Article 4 of the
GDPR defines a consent as any indication that is freely pro-
vided, specific, informed, and unequivocal of the data sub-
ject’s wishes. By expressly affirming their consent, they in-
dicate that they agree to the processing of his personal data
[GDPR, 2019].
In the same sense, the LGPD presents a similar definition

in its Article 5, paragraph XII, which says: “consent is a free,
informed and unequivocal manifestation by which the holder
agrees with the treatment of his data for a specific purpose”
[Lei Nº 13.709, 2018].
Thus, from the articles mentioned above, the following

constitutive elements of valid consent are found: (a) free con-
sent; (b) informed; (c) unambiguous; and (d) for a specific
and determined purpose.
According to Chassang [2017], the concept of consent has

been specified in terms of its specific characteristic, which
eliminates any uncertainties regarding the scope of activities
that the data subjects have consented to, as well as the type
of consent that should be a declaration or explicit affirmative
action.

2.4 Privacy by Design (PbD)
A pioneering concept developed by the Ontario Information
and Privacy Commissioner has been called Privacy by De-
sign (PbD). The concept was developed in the 1990s and has
gained international recognition since then, being covered by
GDPR and LGPD, it is a great ally in adapting to legislation,
as it is a good practice in personal data processing operations.
Cavoukian [2009] stresses that the future of privacy cannot
be governed solely by regulations; rather, privacy protection
should be a standard operating model for organizations.
Rather than being reactive, privacy by design is a proactive

approach that accounts for privacy implications of new tech-
nologies at the time of development, not as an afterthought.
There are seven principles for PbD:

1. Proactive not reactive: by preventing privacy risks
from occurring, PbD does not offer remedies to resolve
privacy violations once they occur, nor does it try to re-
solve them once they have occurred. This principle can
be associated with LGPD principle of “Prevention”.

2. Privacy as the default setting: in the context of PbD,
the goal is to safeguard personal data in all IT systems
and business practices automatically. In the absence of
individual actions, personal data remains secure. This
principle can be associated with LGPD principles of
“Purpose”, “Adequacy” and “Necessity”. Similarly, for
GDPR it is associated with the principles of “Purpose
limitation”, “Data minimisation” and “Storage limita-
tion”.

3. Privacy built into design: this is not an afterthought.
Consequently, privacy becomes a core component of
the functionality that is being delivered. The system
provides privacy without compromising functionality.
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4. Total functionality - positive sum, not zero: despite
false dichotomies such as privacy versus security, PbD
shows it is possible and preferable to have both.

5. End-to-end security - ensuring complete lifecycle
protection: the information will remain secure during
the entire process, andwill be destroyed in a timelyman-
ner after it has concluded. LGPD and GDPR laws, re-
spectively, recognize this principle with “Security” and
“Integrity and confidentiality”.

6. Commitment to visibility and transparency: for both
users and providers, its components and operations re-
main visible and transparent. It is the responsibility
of each organization to document and communicate its
privacy policies and procedures. LGPD acknowledge
this principle with the principles of “Transparency” and
“Accountability”. Likewise, GDPR connect this princi-
ple with “Lawfulness, fairness and transparency” and
“Accountability”.

7. Respect for user privacy: provides strong privacy
defaults, appropriate notice, and user-friendly options
while keeping the interests of the individual at the fore-
front. This principle can be associated with LGPD
principles of “Free access” and “Data quality”; and for
GDPR with the principle of “Accuracy”.

The principles of “Privacy built into design” and “Total
functionality - positive sum, not zero” has no direct link with
the principles listed in GDPR and LGPD laws. However,
they are principles that help to deal with privacy concerns.
Figure 1 summarizes the relationship between the princi-

ples of PbD and the principles described in the laws LGPD
and GDPR.

2.5 Related Work
The study summarized inWu et al. [2018] highlights a heuris-
tic model that detects users’ behavioral inconsistencies in
three aspects: request type and sensitivity, others’ disclo-
sure willingness, and the experience of collaboration (crowd-
sourcing). The authors evaluate six hypotheses, with which
they verify whether the disclosure behavior of users is ex-
pressed in volume and variability. They also identify differ-
ences between younger and older users, as well as between
professionals and non-professionals, that may produce incon-
sistencies and errors within themodel. The authors requested
items in two categories: context (requests that are mainly re-
lated to a person’s online experience) and demographic.
An initial pilot study was conducted to determine whether

the proposed heuristics might cause inconsistent sharing be-
haviors among participants. For the main study, there were
774 participants assembled up of Chinese citizens aged 18 to
65.
Moreover, the authors demonstrate that some users may

be persuaded to alter their disclosure behaviors in a manner
that is more consistent with the preferences of the system. In
this way, the following hypotheses were supported: (a) re-
questing sensitive items first reduces subsequent disclosures
by users, and (b) asked items answered by experienced par-
ticipants show minor variation in the volume of exposure
than requested items answered by less experienced partici-

Figure 1. Relationship between the principles of Privacy by Design (PbD),
General Data Protection Law (LGPD), and General Data Protection Regu-
lation (GDPR)

pants. The following hypotheses were partially supported:
(a) the request type influences the prediction of participants’
next disclosures, and (b) requesting sensitive items affects
the prediction accuracy of the users’ next disclosures. The
following hypotheses were not supported: (a) requesting de-
mographic items first will not increase the users’ subsequent
disclosures versus requesting context items first, and (b) the
Spearman’s Rho values between two closely related items
and between two remote items among experienced partici-
pants is not less variable than among less-experienced partic-
ipants.
The work of Albesher and Alhussain [2021] evaluate and

compare the usability of privacy in WhatsApp, Twitter, and
Snapchat. In this evaluation, the structured analysis of pri-
vacy (STRAP) framework was used. The STRAP heuristic
is a framework with a focus on user design. It acts as a pri-
vacy awareness tool when applied to design projects.
A team of seven expert evaluators applied the 11 STRAP

heuristics to the privacy policies and settings provided by
WhatsApp, Twitter, and Snapchat. By providing understand-
ing of the term “usable privacy”, this paper will help improve
the usability of privacy settings and policies in social media.
The STRAP heuristics studied are Notice/Awareness

(available, accessible and clear; correct complete, and
consistent; presented in context; not overburdening),
Choice/Consent (meaningful options; appropriate defaults;
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explicit consent), Integrity/Security (awareness of security
mechanisms; transparency of transactions), and Enforce-
ment Redress (access to own records, ability to revoke con-
sent).
Snapchat consistently had the highest rating for each

heuristic, except for meaningful options and access to a
user’s own records, whereWhatsApp had the highest ratings.
Except for three heuristics, Twitter had higher usability prob-
lem ratings than WhatsApp.

3 Methodology

The inspection methodology applied in this study was the
heuristic evaluation, focusing on privacy heuristics that influ-
ence Facebook users to disclose information and define what
data they give consent, and by whom it can be seen. This ana-
lytical method aims to identify problems according to a set of
heuristics or guidelines. The process involved four steps, the
initial phase involved steps 1 and 2 and the evaluation phase
involved steps 3 and 4. They are: 1) Select a set of privacy
heuristics to inspect; 2) Identify the most popular features on
Facebook which are used by users; 3) Inspect the Facebook’s
interface to identify heuristics that influence users data dis-
closure; 4) Review observations and results gathered during
the inspection.
Figure 2 shows those activities and the following para-

graphs describe them in more detail.

Figure 2. Inspection methodology proposed for the evaluation of Facebook
regarding users privacy concerns.

During the step (1) Select a set of privacy heuristics to in-
spect, a literature review was carried out to survey cognitive
heuristics that influence individuals’ decisions to protect or
renounce privacy. As such, this research had an exploratory
nature. As for the technical procedures used, a bibliographic
survey was carried out on the subject in question. In this sur-
vey, we examined several of the computing world’s digital
repositories, including the Association for Computing Ma-
chinery (ACM), Institute of Electrical and Electronics Engi-
neers (IEEE), Springer, and Science Direct. By using the
terms (privacy AND heuristic) and (heuristic AND disclo-
sure), articles were searched by title and subject.
After this survey, a total of 25 articles were returned from

the digital repositories, which has been read in full for the
selection of privacy heuristics. The authors cited identified
heuristics that influence the dissemination of information
from users, which is the focal point of this study. Other stud-
ies, not mentioned, did not present heuristics with the charac-
teristics discussed above, in which investigations observed
that addressed aspects related to the usability (Nielsen’s

heuristics) and security; other works presented heuristic algo-
rithms to preserve privacy. Thus, a set of heuristics identified
in the results of the research studies prepared by the authors
were compiled at the end, Gambino et al. [2016], Vincent
et al. [2017], and Sundar et al. [2020]. The results of this
survey are presented in Section 4.1.
For the step (2) Identify the most used features on Face-

book by users, it was evaluated through research on news
sites what the company’s president, Mark Zuckerberg, points
out as a trend among users worldwide. According to Zucker-
berg, users’ movement is towards disseminating videos and
the language of stories, publications that are available for a
maximum period of 24 hours. In 2018, Mark Zuckerberg re-
ported changes in the company’s strategies, bringing three
major trends and challenges [Agência Brasil, 2018]. These
being:

1. Change of people from traditional social networks to
private messages and the language of stories;

2. Growth of video between the platforms, which is fore-
casted that in the next ten years the forms of interaction
will be based on groups, or “communities”;

3. Concerns related to users’ “security threats”.

In 2021, 15% of all Facebook content was video, in which
85% of Facebook videos were watched with no sound. Over
1.8 billion (62% of MAUs) Facebook users have joined
Groups, and 500 million people use Facebook Stories daily.
Facebook is used by more than half of the people actively to
search for products, and most of them discover new products
through the News Feed, Pages, and Groups on Facebook;
also 800 million monthly active users are on theMarketplace
[Social Media Perth, 2021; Omnicore, 2021; Oberlo, 2021].
Zuckerberg changed the name of the company to Meta

in October 2021. He stated that the company’s focus is on
bringing the metaverse to life and enabling people and busi-
nesses to connect, find communities, and grow their busi-
nesses through augmented and virtual reality. They envision
that people can benefit not just as consumers but as creators.
Also, they promised that privacy and safety are going to be
added from day one (PbD) [Meta, 2021].
In step (3) Inspect Facebook’s interface, we sought to iden-

tify whether Facebook implements the selected heuristics,
identified in step 1, in its functionalities available to the so-
cial network users. The Facebook platform was inspected -
trying to complete tasks and going through the different mo-
ments of the experience, which, as mentioned in step 2, were
considered a tendency of the social network users. The eval-
uated points of the social network platform were verified in
the web and mobile versions.
The heuristic evaluation counted with the participation of

three expert evaluators, two of them have experience in Char-
acterizing andModeling Online Social Network User Behav-
ior, including Privacy and Information Security issues, and
one in the area of Human-Computer Interaction, especially
in the areas of Usability and Accessibility.
Heuristic evaluation involves having a small set of evalu-

ators individually examine the interface and judge its com-
pliance with recognized usability principles (the usability
“heuristic”). In this work, instead of evaluating usability us-
ing usability heuristics, we evaluate Facebook based on the
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privacy heuristics raised in step 1, which favor the increase
or inhibition of information disclosure.
Furthermore, the evaluators discussed and decided to-

gether which Facebook features would be evaluated and
which heuristics to use. We investigated the publication func-
tionality regarding Zuckerberg’s first challenge, considering
the publication of stories directly on the timeline or in groups.
Given the selected heuristics, we analyzed the section ofMar-
ketplace of the social network. For the second challenge, we
inspected the form of interaction available between individ-
uals in groups, government agencies, public figures, media
companies, or brands. For the third challenge, we evaluated
the available “Settings and privacy” options.
After the inspection of the interface, carried out individu-

ally by each specialist, it was conducted the step (4) Review
observations and results gathered during the inspection. Af-
ter cross-examination of the problems and aspects identified
by each specialist, we maintained the consensus observed
among the evaluators.
In Section 4.2, the observations and results obtained dur-

ing the inspection of the social network are reported. This
paper presents a comparison of the cognitive privacy heuris-
tics identified in the literature. We bring a critical point to
evidence the activation of such heuristics when performing
a specific interface task. Such analysis format is applied in
terms of consent to data disclosure. Contrasts are presented
with the concepts of Privacy by Design (Section 2.4) and the
regulatory principles present in the GDPR and LGPD laws
(Section 2.3).

4 Results and Discussions
This section presents the results obtained with the survey of
privacy heuristics found in the literature and the result of the
evaluation carried out on Facebook based on these heuristics.
This work contributes to the privacy area in the sense of

bringing these heuristics, which can be applied to any other
social network, in addition to the analysis of howmuch Face-
book complies with these recommendations.

4.1 Privacy Heuristics
This subsection presents papers that identified privacy heuris-
tics that influence individuals’ personal data disclosure deci-
sions which increase or inhibit information disclosure.

4.1.1 Heuristics of Gambino et al.

In the study conducted by Gambino et al. [2016], the au-
thors conducted eight focus group sessions with 41 partici-
pants. Three groups were formed by university students and
five by individuals whowere not students. A semi-structured
set of questions was administered to each group throughout
the study to assess the individuals’ behavior related to pri-
vacy, from broad perceptions and behaviors to specific ac-
tions. In general, the questions covered six main topics of
interest: privacy and security, mobile, e-commerce, messag-
ing, cloud computing, and social media.

The authors of these experiments identified four heuris-
tics referred to as positive that were found to be effective in
facilitating users’ engagement in online or mobile contexts.
They are: (1) Gatekeeping: the users prefer a system that
adopts clear measures to protect their information, such as us-
ing two-factor authentication1 (2) Safety Net: users have as
their premise the confidence that third-party services, such as
Visa, PayPal, and Apple, will guarantee the security of their
personal information. (3) Bubble: Users reported a greater
sense of security when using anonymous browsing modes
or when conducting transactions on the home network. (4)
Ephemerality: On platforms like Snapchat, participants are
more comfortable exchanging information. According to the
authors, when the heuristic is activated, users feel more com-
fortable and open to sharing more information, as there is no
permanent record or record which can be accessed by others.
Four additional heuristics were identified as negative, in

which individuals distrust a site or restrict the sharing of in-
formation. (1) Fuzzy-boundary: users expressed discomfort
when faced with constant evidence of their browsing behav-
ior online. An example of this is advertisements directed at
the individual, causing the suspicion that the information is
shared with third parties without their knowledge or consent.
(2) Intrusion: associated with the inconvenience of receiv-
ing unsolicited e-mails or notifications and announcements,
which leads the user to question the integrity of the system
that makes or allows the request. (3) Uncertainty: concern-
ing the feeling of discomfort caused by an unknown situation
in which an individual feels insecure due to an inability to
comprehend the device or website. One example of this is
users’ skepticism about cloud services. (4) Mobility: these
are concerns inherent in the use of mobile products, which
may be associated with concerns about the Internet used or
the theft of devices.

4.1.2 Heuristics of Vincent et al.

In the study conducted by Vincent et al. [2017], 23 semi-
structured individual interviews were conducted with users
between 18 and 25 years old. The authors identified six
classes of heuristics that users trust during disclosures, they
are: Prominence, Network, Reliability, Agreement,Modality
and Narrative.
The class Prominence allowed us to observe that, in gen-

eral, if something gained Prominence, it must be doing some-
thing right, while the lack of it suggests the opposite. There-
fore, this class comprises two heuristics, namely: 1) Rep-
utation: for which it is considered that a prestigious ser-
vice would not consciously do something wrong, referring
to judgments of credibility concerning the legitimacy of an
organization. 2) Recognition: in which the main difference
is that such Reputation extends beyond the original entity to-
wards the subsidiaries, similarly defined by Gambino et al.
[2016] as “Safety Net”.
The class Network is observed through the perception of

the influence that an individual’s interpersonal network has
on disclosure decisions. It is evidenced through heuristics,

1Added a second layer of verification triggered to confirm the user’s
identity when performing login on some service online.
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such as 1) Endorsement: recommendations from acquain-
tances are preferred over self-recommendations; 2) Band-
wagon: extends to recommendations from strangers received
for less personal factors, such as aggregated testimonials or
star ratings embedded in the interface. 3) Authority: when
trust derives from recommendations by official authorities
or experts. According to Vincent et al. [2017], herd behavior
can arise without due consideration of circumstances, with
the expectation that others will discover the risks inherent in
an information disclosure decision.

The class Reliability contains three heuristics: 1) Consis-
tency: based on trust about the agreement between indepen-
dent sources, being observed when it becomes evident that a
non-standard requirement for registration is a consistent ser-
vice requirement similar; 2) Consensus: this is a standard-
ized and general agreement, for example, to interact on a so-
cial network, it is expected that the name, email and profile
picture will be informed; and 3) Expectation: for which neg-
ative connotations may arise around the deficient interface
design, in which there is an expectation of professionalism.
According to Vincent et al. [2017], the three heuristics are
linked to the idea that if something is broken, has errors, or
something changes, this can lead users not to disclose infor-
mation.

The class Accordance differs from the class Reliability,
as it refers to beliefs and understanding rather than proces-
sor interface. In this class, two heuristics are present: 1)
Self-confirmation: triggered when something aligns with a
previous belief, not requiring a norm for requesting informa-
tion, as long as there is an understanding that the request “ap-
pears for good reasons”. 2) Persuasive Intent: whose under-
lying principle is that perceived manipulation leads to nega-
tive judgments. Gambino et al. [2016] call this “Intrusion”,
as the case where the user tries to interact with a site and pop-
ups appears, for example. Furthermore, according to Vincent
et al. [2017], with the removal of the word “Persuasive”, the
heuristic (“Intent”) would serve a purpose close to the ele-
ment of integrity in Gambino et al. [2016].

The class Modality includes heuristics: 1) Coolness: as-
sociated with new technological resources, or the bells and
whistles of existing technologies, with positive assessments
of credibility; and 2) Novelty: subtly different from the
heuristic Coolness, being invoked by a user’s initial experi-
ence with technology.

According to the study, the class Narrative is symbol-
ized by the absence of narrative, i.e., consideration of the
risks involved with excessive disclosure [Norberg et al.,
2007]. When faced with a particular decision, individuals
may choose to disclosemore informationwhen influenced by
this class. There are two heuristics: 1) Availability: refers to
a judgment of the probability of an event based on the “ease
with which relevant instances come to mind”. 2) Coherence:
related to the ability to view the outcome of a decision as a
plausible consequence. According to Vincent et al. [2017], it
is not satisfactory to wait for users’ negative experiences to
instill a more cautious and considered approach to disclosure.
Instead, it may be possible to inform users about the risk of
disclosure through a relatable narrative.

A seventh class Trade, non-heuristic2, was also recog-
nized that respondents were also evaluating their disclosures
in terms of commercial utility gains versus losses. According
to the authors, although users demonstrate efforts to dissem-
inate information more inductively, after considering a suf-
ficient number of particular cases, the variables underlying
the decision made generally remain based on heuristics.

4.1.3 Heuristics of Sundar et al.

In the study conducted by Sundar et al. [2020] twelve
heuristics derived from the privacy literature online were se-
lected and are organized in terms of three privacy contexts:
1) social, refers to contexts that presuppose the existence of
the influence of other individuals concerning the user deci-
sions; 2) personal, referring to situations that focus on the
individual as an autonomous entity, in which users seek to
maintain their privacy or disclose information to protect, ex-
tend or improve themselves; and 3) technological or environ-
mental, refers to elements of the physical space.
In the social context, six heuristics associated with higher

dissemination intentions are identified, they are: (1) Author-
ity: the presence of a well-known name, brand or organiza-
tion on a website is likely to cause users feel safe, taking
the mental shortcut that everything they do and reveal on
the site is secure; (2) Bandwagon: if the majority of users
in a online community show information for a website, then
the tendency is for the user to also opt for disclosure; (3)
Reciprocity: a common rule of interpersonal communica-
tion whereby intimate self-disclosure follows the principle
of reciprocity - if the partner reveals something personal, the
tendency is to reciprocate, revealing something equally per-
sonal about himself; (4) Sense of Community: when people
feel part of a community, they can trust and depend on each
other for support, and ultimately share more intimate aspects
of their lives with each other; (5) Community Building: a
robust online forum is the result of active participation by
users. The sharing of personal information can contribute
to community building in this manner; (6) Self-presentation:
the purpose of revealing personal information online is to en-
hance social status in online social settings.
In the personal context, two heuristics associated with

higher disclosure intentions are identified, they are (1) Con-
trol: providing users with the ability to control the pace and
nature of content is a way to trigger the control heuristic, re-
sulting in a favorable perception of the interface and its con-
tent; (2) Instant gratification: individuals are driven by an
“optimism bias”, which makes them respond promptly to in-
stant offers online and underestimate the risks of disclosing
information in the process.
Four heuristics related to disclosure have been identified

within the technological context. There are two heuristics re-
lated to positive disclosure intentions. (1) Transparency: in
explaining what it is and how user information is used, the
privacy policy statements and the explicit demonstration of
permissions can impose credibility on a web site, which the
user has a tendency to trust due to the full disclosure of its

2Decision making that fights any confirmation bias; predicting the risk
involved and acting with caution.
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policies; (2) Machine: there is a belief that machines would
manipulate information according to legal rules and have
no human weaknesses such as gossip; the author discusses
interactions with voice assistants such as Siri, Cortana and
Alexa. Additionally, two additional heuristics are associated
with negative disclosure intentions. (1) Publicness: users
express deeper privacy concerns when they are on a wire-
less network, with a feeling of vulnerability when carrying
out transactions using public networks; (2) Mobility: users,
whenever reminded that they are on a mobile device, tend
to trigger the mobility heuristic; therefore avoiding storing
private information.
In Figure 3, privacy heuristics that increase information

disclosure behavior are illustrated. Contrary to this, Figure 4
reveals privacy heuristics that inhibit information disclosure.
Figures 3 and 4 synthesize privacy heuristics pinpointed by
Gambino et al. [2016]; Vincent et al. [2017]; Sundar et al.
[2020].

4.1.4 General Considerations About the Heuristics Pre-
sented

The conclusions reached by the authors cited Gambino
et al. [2016]; Vincent et al. [2017]; Sundar et al. [2020] cor-
roborate the relevance that cognitive privacy heuristics play
in supporting users’ decision-making regarding clear and pre-
cise information about the online services used.
Wu et al. [2018] concludes that users provide more infor-

mation for moderated items when they have no prior knowl-
edge. In comparison, the heuristic model may persuade
others who do not have prior knowledge to support their
decision-making to disclose more information. This issue
was also observed in the work of Gambino et al. [2016], who
found that individuals generally act with little thought or eval-
uation, even showing surprise when faced with their behav-
iors.
In the same sense, Vincent et al. [2017] states that users

tend to make poor decisions and that regulatory efforts that
seek to increase the autonomy of the informed user are inept.
The authors reinforce that cognitive heuristics are essential
to understand users who consent to disclose more than in-
tended (i.e., privacy paradox). Nevertheless, to understand
users who agree to reveal more than they know (i.e., sim-
ple consent). Therefore, the authors suggest that the key to
supporting users during disclosure decisions may be to push
users through tips that favor the triggering of cognitive pri-
vacy heuristics positively.
Sundar et al. [2020] confirm their hypothesis that users’

belief (or degree of accessibility) in a given heuristic is sig-
nificantly associated with their intentions to reveal private in-
formation in a disclosure context that presents a suggestion
outlined to trigger a given heuristic. Also, the authors noted
the significant role that interface tips played in influencing a
user’s decision to share private information.
Regarding the authors’ considerations previously men-

tioned, Ghaiumy Anaraky et al. [2021] identified that
younger adults rely more heavily on heuristic decision-
making, being more likely to change their perception of data
sensitivity based on trust. Conversely, older adults were

more likely to disclose information that they perceive to be of
value, whereas they were less likely to disclose information
that was influenced by heuristics.

4.2 Inspection of Privacy Heuristics on Face-
book

This section presents the result of the heuristic evaluation car-
ried out on Facebook based on the heuristics raised that favor
the increase or inhibition of information disclosure.
For the inspection of Facebook, the functionalities de-

scribed in step 2 of Methodology, page 6, were considered:

1. Change of people from traditional social networks to
private messages and the language of stories;

2. Growth of video between the platforms, which is fore-
casted that in the next ten years the forms of interaction
will be based on groups, or “communities”;

3. Concerns related to users’ “security threats”.

4.2.1 Heuristics that Increase Information Disclosure
Behavior (Positive)

The following items expose factors observed during the
inspection of Facebook that can proportionate a positive in-
fluence for users to continue interacting and sharing content.

• Gatekeeping: it is possible to enable two-factor authen-
tication for cases where the user uses Facebook as a
form of authentication in other applications. Addition-
ally, the possibility of configuring a one-time password
is provided for applications that do not support two-
factor authentication (example: Xbox, Spotify). The
presence of Gatekeeping on Facebook favors a more
secure control of access to the user’s account. It is an
example of PbD principles “End-to-end security - ensur-
ing complete lifecycle protection” and “Proactive not re-
active”. For LGPD principle it speaks about “Security”
and for GDPR the principle of “Integrity and confiden-
tiality”.

• Safety Net: in the Marketplace area of the social net-
work, it is possible to advertise products for sale/rent,
and you can view ads from anyone on the network.
However, Facebook does not allow adding a payment
method. In this case, space works only as propaganda,
and it is up to users to negotiate the purchase and sale
of published products. Using the tool, users are able to
search for advertisements based on their current loca-
tion on their phones.

• Ephemerality: one of the available forms of publica-
tion is through stories where the user makes a post. Ac-
cording to his defined configuration, it will be available
for 24 hours for the “Public”, “Friends”, “Custom” or
“Hide story from”. Since Facebook allows user to con-
trol to who the post is available it makes possible for
users’ to consent to disclose information without shar-
ing it with everyone in the social network. It is an ex-
ample of PbD principles “Respect for user privacy” and
“Privacy as the default setting”. For LGPD it speaks
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Figure 3. Positive privacy heuristics that increase users information disclosure.
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Figure 4. Negative privacy heuristics that inhibit users information disclosure.

about the principle of “Necessity” and for GDPR the
principle of “Storage limitation”.

• Prominence (Reputation and Recognition): even
though Facebook was involved in the Cambridge Ana-
lytica scandal in 2018 – a political consultancy that mis-
used user data to affect elections in the United States –
the company has demonstrated a commitment to manag-
ing social issues. In 2021, the social network completed
17 years of existence, totaling 2.9 billion monthly ac-
tive users and dominating the social media market for a
decade [Statista, 2021; Ortiz-Ospina, 2019]. Facebook
Reputation andRecognition allows it to continue having
users opting to use the platform to communicate with
other individuals.

• Reliability (Consistency, Consensus and Ex-
pectancy): The Engineering at Meta [2017] page
exposes the continuous delivery scale approach
adopted by the platform, which divides the process into
three layers: development, static analysis and testing.
The constant delivery cycle enables the user experience
to be better and faster. According to Meta [2018] page
the team has been working to review and expand their
tools to help people manage privacy and understand
their choices regarding personal data. The class
Reliability is an example of PbD principle “Privacy
built into design”. The heuristic Consensus also applies
the PbD principles of “Respect for user privacy” and
“Privacy as the default setting”. Regarding the GDPR
Consensus apply the principle of “Data minimisation”
and for LGPD the principle of “Data Quality”.

• Modality (Coolness and Novelty): the social network
shows focus on the customer, providing improvements
based on the interests of its users. A good example of
this is the personalized reactions to publications. In
2020, for example, Facebook launched the reaction
“Care”, Figure 5 (a) whose aim was to help social net-
work users express support to each other during the pan-
demic of coronavirus (COVID-19). Another example
is when someone receives a “congratulations” and can
click/tap on the word. The interface can display an ani-
mation of confetti, balloons, and stars. See Figure 5 (b).

This is an example of cosmetic changes made into the
platform that creates a desire to use those features while
posting.

• Narrative (Availability and Coherence): When using
the Facebook interface, it is possible to perceive avail-
ability and coherence in the available features. For ex-
ample, when performing an action and not saving, the
user is asked to confirm whether he/she wants to leave
without ending, Figure 5 (c).

• Network (Endorsement, Bandwagon, Authority):
Facebook provides interaction between individuals,
where they request and provide recommendations to ac-
quaintances or not, thus being able to trigger the en-
dorsement heuristics and Bandwagon, respectively. Re-
garding the Authority heuristic, there is a “seal of au-
thenticity” on the social network, intended for well-
known and well-researched pages and profiles, which
validates as authentic posts made by government agen-
cies, public figures, media companies, or brands.

• Sense and Community Building: as previously men-
tioned in Section 3, it is projected that in the next
ten years, the forms of interaction will be based on
groups. With this in mind, Facebook presents a section
on the main menu bar to keep track of the user’s recent
“Groups” activities.

• Instant gratification: heuristic not identified during
the social network inspection.

• Control: in both browser and mobile application ac-
cess, the interface encourages and gives the user tips
on steps they can take to manage the data they want
to share and which individuals they want it to be vis-
ible. At the level of individual privacy, Facebook al-
lows the user the four fundamental states of interaction
with other people (loneliness, intimacy, anonymity, and
reservation). When choosing the audience with which
the user wants to share certain information, for example,
phone number, email, date of birth, and publications,
it is possible to set to “Public”, “Only me”, “Friends”,
“Friends except acquaintances”, “Custom”, among oth-
ers. Same as Ephemerality, Facebook allows user to
control to who the post is available, by doing so, the user
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Figure 5. (a) “Care” reaction added by Facebook in indication of awareness with the social distance imposed by the COVID-19 pandemic; (b) Effect of the
word “congrats” written in a post when clicked/touched; (c) Confirmation that you want to leave without finishing the action previously started.

Source: https://facebook.com/

gives consent to disclose information without sharing it
with everyone in the social network. Also, Meta [2018]
shows that Facebook made a commitment to simplify
the design of their privacy settings in a new control cen-
ter and to notify users in their feed to verify their privacy
configuration, features observed during the evaluation.
It is an example of PbD principle “Respect for user pri-
vacy” and “Privacy as the default setting”. For LGPD
principle it speaks about “Security” and for GDPR the
principle of “Integrity and confidentiality”.

• Transparency: because of regulatory measures such as
GDPR and LGPD, Facebook allows users to establish
rules regarding the collection, storage, treatment, and
sharing of their data. The settings and privacy tools’
area allows the user to view the information accessible
(Figure 6 a). It is an example of PbD principle “Commit-
ment to visibility and transparency” and also “Privacy
as the default setting”. In regards to LGPD it speaks
about the principle of “Transparency” and for GDPR the
principle of “Lawfulness, fairness and transparency”.

More specifically, according to Oliveira et al. [2021],
when the user experience is positive enough it can influence
users to continue using the technology. Furthermore, the
level of complexity of a system should be proportional to
the expectations of the target audience. As an alternative to
the heuristics observed, cultural factors may affect the per-
ception of relative advantages, such as ethical, privacy, or
gender issues. The factors listed above also contribute to the
user experience and the decision to disclose personal infor-
mation.

4.2.2 Heuristics that Inhibit Information Disclosure Be-
havior (Negative)

During the inspection of a post-publication, we inspected
the navigation in Facebook’s timeline. The activation of the
intrusiveness/persuasive intent heuristics happened due to
the appearance of sponsored advertisements among the posts
of connections and groups. Such occurrence, at first, can
cause the user some discomfort, leading him to be also influ-
enced by the heuristics of uncertainty and fuzzy-boundary.
By default, the social network’s ad configuration is set to “Al-

lowed”, which is contrary to the PbD principle of “Privacy
as the default setting”, and this setting should be initially set
to “Not Allowed”.
It should be noted that for those users who are looking for

a higher level of interactivity with the interface, Facebook of-
fers in the post word “Sponsored” a URL that directs the user
to a page. On the page, users are invited to understand bet-
ter how the publicity work and how user data is used to show
ads Facebook [2020]. In the same way, in the “Privacy short-
cuts” area, it is possible to check the ad preferences (Figure 6
b).

Figure 6. (a) Privacy Checkup Page created to guide users through how to
manage data settings and (b) Ad Preferences guiding users on how ads are
selected based on their data.

Source: https://m.facebook.com/

4.2.3 Heuristics not Evaluated in the Inspection Con-
text

https://facebook.com/
https://m.facebook.com/
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The “Bubble” heuristic was not evaluated during the in-
spection because its activation was associated with anony-
mous browsing mode or home network. The heuristics
“Self-confirmation”, “Reciprocity” and “Self-presentation”
were also not evaluated because they are associated with the
user’s beliefs, interpersonal communication, and willingness
to self-disseminate its image, respectively. The “Machine”
heuristic was not evaluated because it refers to the idea that
machines would manipulate information according to legal
rules. Finally, the heuristics of “Mobility” and “Publicness”
were also not evaluated since the characteristics that inhibit
users’ disclosure behavior are directly related to vulnerability
when connected on public Internet networks or while using
mobile devices (prone to theft).

Thus, Table 1 presents the grouped result of the cognitive
privacy heuristics that were (or were not) observed during
the inspection on Facebook.

Table 1. Results of privacy heuristics observed during heuristic
evaluation on Facebook.

Class2 Heuristic

Po
si
tiv
e

Gatekeeping1 3
Safety Net1 7
Bubble1 N/A
Ephemerality1 3

Prominence Reputation2 3
Recognition2 3

Reliability
Consistency2 3
Consensus2 3
Expectancy2 3

Accordance Self-confirmation2 N/A

Modality Coolness2 3
Novelty2 3

Narrative Availability2 3
Coherence2 3

Network
Endorsement2 3
Bandwagon2 3 a 3
Authority2 3 a 3
Reciprocity3 a N/A
Sense of Community3 a 3
Community Building3 a 3
Self-presentation3 a N/A
Instant Gratification3 b 7

Control3 b 3
Transparency3 c 3
Machine3 c N/A

N
eg
at
iv
e Accordance Intrusiveness1

Persuasive Intent2 3

Fuzzy-boundary1 3
Uncertainty1 3
Mobility1 3 c N/A
Publicness3 c N/A

1 Gambino et al. [2016] 2 Vincent et al. [2017] 3 Sundar et al.
[2020]
a Social context b Personal context c Technological context
Subtitle: 3- observed heuristic; 7 - unobserved heuristic;
N/A - heuristic not evaluated in the interface inspection.

4.2.4 Heuristics Relationship to Privacy by Design,
LGPD and GDPR Laws

According to the results of the analysis, Facebook shows
that they are concerned to comply with GDPR and LGPD
laws. The platform offers the user mechanisms to manage
their privacy settings. However, the user must decide how
he/she would like to protect their privacy and at which level
considering the four states of personal privacy (loneliness,
intimacy, anonymity, and reserve) [Westin, 2003].
While examining the heuristics surveyed in the literature,

we observed the principles of Privacy by Design, which are
an ally in the process of conforming to legislation. PbD fig-
ures as a good practice in personal data processing and as de-
scribed in section 2.4, it cover principles presented in LGPD
and GDPR laws. Furthermore, while evaluating the interface
of Facebook we noticed that there are privacy heuristics re-
lated to the principles of PbD, LGPD, and GDPR.
As mentioned before in Subsections 4.2.1 and 4.2.2, the

heuristic of “Gatekeeping” correlate with the PbD principles
of “Proactive not reactive” and “End-to-end security”; also
relates to “Security” fromLGPD and “Integrity and confiden-
tiality” from GDPR. For PbD principle of “Privacy as the
default setting” we observed the heuristics “Ephemeratily”,
“Consensus”, “Control”, and “Transparency”. The princi-
ple of “Respect for user privacy” is observed in the heuris-
tics “Ephemeratily”, “Consensus”, and “Control” which pro-
vides a positive experience. Although, the negative heuris-
tic “Intrusiveness/Persuasive intent” may be perceived as a
lack of respect for user privacy. The PbD principle of “Pri-
vacy built into design” is detected in the heuristics “Consis-
tency”, “Consensus”, and “Expectation”. For the heuristic
“Consensus” we relate it to the principle of “Data minimi-
sation” and “Data quality” from GDPR and LGPD, respec-
tively. The PbD principle of “Commitment to visibility and
transparency” is detected in the heuristic “Transparency”.
Figure 7 illustrates the relationship between the heuristics

and the principles of PbD and the principles described in the
laws LGPD and GDPR.
The presence or absence of heuristics related to principles

proposed in Privacy by Design (PbD), the General Data Pro-
tection Law (LGPD), and the General Data Protection Reg-
ulation (GDPR) could have a significant impact on privacy
concerns depending on the purpose of the principle related to
the respective heuristic. When heuristics are not associated
with any principles, their presence or absence may affect the
decision of the user to disclose information. Additionally,
how the user’s privacy settings are configured may affect the
perceived privacy impact of the information disclosed.
According to Díaz Ferreyra et al. [2018], users of Social

Network Sites (SNSs) are generally not informedmuch about
the privacy risks of online interaction. Furthermore, users
who consent to data collection and processing (i.e., those
who accept the privacy policies) are usually not informed
about such risks before they give their consent. The absence
of information modulates the perceived severity of privacy
risks, thereby benefiting the service providers. In order to
develop preventative technologies, as well as to shape public
policies that promote privacy awareness on social networks,
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risk communication and management must be explored.

Figure 7. Relationship between the heuristics and the principles of Privacy
by Design (PbD), General Data Protection Law (LGPD), and General Data
Protection Regulation (GDPR)

5 Final Remarks
In the past decade, consumer privacy has become a priority
issue for policymakers, given the numerous occurrences of
personal information leaks that have made this a top candi-
date for legislation [Norberg et al., 2007]. There is a concern
with explicit consent among the subtopics addressed in leg-
islative actions. Therefore, the user must provide his consent
to the processing of his personal data by way of an affirma-
tive statement or action.
Accordingly, this study investigated cognitive heuristics,

which influence users when they only have a few seconds
to decide whether to click on a URL or an option menu or
checkboxes. The assessment of privacy by heuristic analy-
sis showed that to make its system more secure and protect
people’s privacy, Facebook has made available to its users
measures on its privacy settings page, identifying the main
characteristics of the protection of individuals’ data privacy
[Michel Protti, Chief Privacy Officer, Product, 2020]. When
analyzing the heuristics of “Transparency” and “Control” we
noticed that Facebook allow users to control the collection,
storage, treatment, and sharing of data in their privacy set-
tings area.
By inspecting the heuristics “Ephemerality” and “Con-

trol”, it was possible to observe the PbD principle of “Re-
spect for user privacy” and “Privacy as a default setting”.
Another PbD principle recognized was the “Commitment to
visibility and transparency” considering the heuristic “Trans-
parency”. Furthermore, we noticed the PbD principle of
“End-to-end security - ensuring complete lifecycle protec-
tion” and “Proactive not reactive” while observing the heuris-
tic “Gatekeeping”. While examining the class of heuristics

“Reliability” we noticed the PbD principle of “Privacy built
into design”. Therefore, the platform encourages the user to
understand how their data is collected, stored, treated, and
shared. As a result of such perceived aspects, a high level
of information sharing between individuals is promoted and
the GDPR and LGPD Laws compliance is shown because
Facebook allows the user to manage their privacy settings
accordingly.
On the other hand, during the investigation of heuristics

that inhibit disseminating information, we noticed that the
configuration of ads on the social network by default is de-
fined as “Allowed”. While navigating the timeline can cause
discomfort to the user because he feels confronted with the
appearance of advertisements linked to his recent browsing
interests. According to the PbD principle of “Privacy as the
default setting”, such a setting should by default be set to
“Not Allowed”.

In this way, identifying specific privacy-oriented heuris-
tics can help the design community and software engineers
design and evolve systems that present clues, suggestions,
and opportunities for promoting safer and trustable comput-
ing. It is essential, however, that designers and software en-
gineers use these heuristics ethically and avoid misleading
users in order to reveal sensitive data that could compromise
their privacy [Gambino et al., 2016].
In this study, we noticed that interface tips play a critical

role in triggeringmental rules, dictating dissemination behav-
iors. Understanding the number and diversity of suggestions
(heuristics) to which users are susceptible allows the creation
of explicit guidelines to inform, alert and educate them, ad-
vancing knowledge in this area. Despite this, it appears that
no set of operational heuristics has been developed that can
operationalize the seven principles of PbD and the principles
described in LGPD and GDPR laws.
From future perspectives, we aim to conduct a study with

users of services online to formalize a set of privacy heuris-
tics that operationalize the seven principles of Privacy by De-
sign and the principles of LGPD and GDPR laws, enabling
data controllers to demonstrate transparency about collect-
ing, storage, treatment, and sharing individuals’ data.
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